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Abstract—Finite-resolution digital receiver is considered to be 
a potential solution to meet the severe demand of ADC that 
results from wideband of IR-UWB signal. However, the 
quantized distortion is totally different from full-resolution 
quantized signal. In this paper, the finite-resolution quantized 
signal model is derived. Based on the correlation receiver, 
estimation and detection performance of finite-resolution and 
full-resolution digital receiver are analyzed in the paper. The 
analytical results agree with the numerical results exactly and 
the template estimation performance using midtread quantizer 
is better than that using the adjacent midrise quantizer. 
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I.  INTRODUCTION  

IR-UWB systems utilize low duty cycle pulses to 
transmit information. For the extremely wide bandwidth of 
the UWB waveform, the systems result in many attractive 
properties, e.g., high transmission rate and accurate ranging 
resolution [1]. However, there are still tremendous 
challenges of the UWB technology in reaching its potential. 
The Nyquist sampling for UWB signal is often needed, 
which demands giga Hz (GHz) ADC and hence makes 
implement of the receiver unrealistically because of the 
unendurable power for high resolution ADC [2]. The 
tradeoff between performance and complexity has been 
made and finite-resolution digital UWB receiver with only 
one- or two-bit ADC were proposed [3][4]. The optimal 
finite-resolution UWB digital receiver is shown in [4]. A 
monobit receiver for UWB communication based on 
matched filter is proposed in [3] and the optimal monobit 
receiver is given in [5]. A common conclusion from these 
works is that contrast with finite-resolution receiver, full-
resolution receiver is not necessary because the benefit it 
performs is not worth the extra power consumption and 
complexity it takes. These works pay much attention to 
transplant and modify the detection method of full-resolution 
receivers to finite-resolution receivers but the quantization 
noise has not been analyzed systemically yet. 

Furthermore, the finite-resolution digital receiver is 
correlation in most cases. Hence the key part of the receiver 
is the template for signal detection in communication and 
ranging in localization applications. In [3], the receiver 
correlates received signal with ideal noiseless received 
waveform as template. In [6], the sinusoidal wave is 
employed as template because it is similar with the Gaussian 
pulse. However, this method does not consider the 
distortions caused by multipath and antennas. Therefore, full 

resolution ideal received waveform is difficult to obtain. 
Moreover, a pre-assumed template without channel 
information results in suboptimal detection performance. 

In this paper, we investigate the performance evaluation 
of quantization noise generated by uniform ADC and signal 
detection based on finite-resolution receiver. The distribution 
of quantization noise is also investigated and verified by 
simulations. A typical mean matching technique is employed 
to obtain an appropriate template with great flexibility in 
dealing with multipath channels. Performances of template 
estimation and signal detection are derived in closed forms. 
The analytical results agree with the numerical results 
exactly and the template estimation performance using 
midtread quantizer is better than that using the adjacent 
midrise quantizer because the odd quantization levels can 
suppress the quantization noise. 

II. SYSTEM MODEL 

The finite-resolution digital receiver is depicted in Fig. 1. 
After an ideal low pass filter, the received signal is sampled 
and quantized via a finite-resolution ADC. The template is 
estimated using the quantized signal and correlates with data 
signal to detect the transmitted information. 

Considering the IR-UWB scenario with one user, denote 
h(t) as the channel response function. Let p(t) denote a single 
transmitted signal and plpf(t) denote the impulse response of 
LPF with bandwidth B and gain 1. The received template is 

 ( ) ( ) ( ) ( )
lpf

t p t h t p tω = ∗ ∗  (1) 

where * denotes convolution. Therefore, the filtered IR-
UWB signal can be written as 

 ( ) ( ) ( ) ( ) ( )
0

k s
k

r t s t n t d t kT n tω
∞

=

= + = − +  (2) 

where dk∈{+1,-1} is the kth transmitted symbol, Ts is the 
pulse period, n(t) is the additive white Gaussian noise 
(AWGN) with zero-mean and double-sided power spectral 
density N0/2. 

After the M-level uniform finite-resolution quantizer with 
sampling period T, the quantized signal can be represented as 

 ( ), , , , , ,k i M k i k i k i k i k i k ia Q r r e d n eω= = + = + +  (3) 
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Figure 1.  Receiver structure. 

where ( )•MQ is the quantized function and i=1,...,N. 

Denote rk,i as the ith sample of the kth symbol. ak,i represents 
the quantized signal and ek,i represents the quantization noise. 
Every symbol is sampled by N=Ts/T points. Note that ωi is 
independent of k because of the quasi-static channel. nk,i is 
the independent and identically distributed (i.i.d.) Gaussian 
random variable with zero mean and variance 2

0n N Bσ = . 
For the sake of complexity, we obtain the template via Nt 

received symbols as training sequence of pulses, then a 
correlation digital receiver is used for detecting the unknown 
information. The template is estimated as 

 ,
1

1
ˆ

tN

i k i
kt

a
N

ω
=

=    (4) 

Note that the channel information is contained in the 
template although it is the dirty template (TDT) [7]. This 
estimation approach averages signals over multiple symbols, 
which decreases the estimation error depending on the 
number of training sequence. 

With the template, the decision statistic could be obtained 
by 

,1
ˆ 

N

k k i ii
aλ ω

=
=  and the transmitted signal is demodulated as 

( )ˆ sgnk kd λ= . 

III. PERFORMANCE ANALYSIS 

A. Quantization Noise Statistics 

The quantization noise is distributed as a uniform random 
variable and independent of the input signal when ADC 
resolution is high. However, this conclusion is invalid when 
ADC resolution is low. The quantization noise is correlated 
with the input signal. 

Consider two types of ADCs: midrise quantizer and 
midtread quantizer. There are even levels in the midrise 
quantizer and odd levels in the midtread quantizer. 

The probability density of quantization noise is shown in 
[8]: 

( ) 0

1 2 2
1 exp -

2 2

0

n
n

n j ne
e

f e

otherwise

π π
α φ

≠

Δ Δ
+ ≤ ≤

= Δ Δ Δ
     
         


  (5) 

where Δ=2Vm/M is the quantization step and Vm is the scale 
of ADC. Denote ( ) ( ) ( )expf e je deφ ε ε

+∞

−∞
=   as the characteristic 

function of the quantization noise. αn is concerned with M. 

( )
1

1
nn

midtread

midrise
α

= 
−

   (6) 

As mentioned before, i i ir d nω= +  (due to rk,i is 
independent, the subscript k is omitted in this subsection). ri 
is conditionally Gaussian distributed on dωi. ni is i.i.d. and 

( )2
~ 0,

i n
n N σ . Define iμ+  and iμ−  are the expectations 

corresponding to d=+1 and d=-1. We obtain 

( ) ( )2 2

2 2
exp exp

2 22
m i m in

i
n n

m i m i
i

n n

V V

V V
Q Q

ω ωσμ
σ σπ

ω ωω
σ σ

+
    − − − = − − −    

        
    − − −

+ −    
     

 (7) 

( ) ( )2 2

2 2
exp exp

2 22
m i m in

i
n n

m i m i
i

n n

V V

V V
Q Q

ω ωσμ
σ σπ

ω ωω
σ σ

−
    − + + = − − −    

        
    − + +

− −    
     

 (8) 

Thus, the PDF of quantization noise is (9) on the next 
page. The mean ( )iE e  and second order moment ( )2

i
E e  (or 

equivalently quantization noise power) of the quantization 
error can be obtained. Furthermore, the cross-correlation  

( )i iE re  between quantization noise and input signal can also 

be derived. These terms will be employed later. 
But the result that the mean and noise power rise as the 

quantization step goes up (or equally the ADC resolution 
decreases) can still be explored. Besides, the quantization 
noise power ( )2

i
E e  increases when the quantization noise 

variance 2

n
σ  decreases. In other words, as the SNR goes 

higher, the impact caused by quantization noise becomes 
more serious. In addition, when M and 2

n
σ  are small, 

quantization noise ei is extraordinarily dependent on the 
input signal ri. 

B. Template Estimation Performance 

The estimator generates template using Nt training 
sequence symbols. The template can be written as 

( ), ,1
ˆ tN

i i k i k i ti
e n Nω ω

=
= + + . Then the estimation error 

is ( ), ,1

tN

i k i k i ti
e n Nδω

=
= + . 

The mean-square-error(MSE) { }2

1

N

ii
E δω

=  is used for 

indicating the estimator performance. 
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{ }
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2
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1 1

, ,2
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1 1

2

t t
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N N

k i k i
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E E e E n
N N
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N

δω
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= =

         = +      
         
    +    
    

 

 
 (10) 

Noting that noise nk,i and quantization noise ek,i are 
independent. Since both of them are i.i.d., { }2

iE δω can be 

rewritten as 

{ } ( ) ( ){

( ) ( ) } ( )

2 2

2 22

1
2 2i n i i i i

t

i i i

E E r e E e
N

E e E e E e

δω σ ω= + −

+ − +      
 (11)

 

The estimation performance is affected by noise, training 
sequence length and quantization noise which depends on 
input signal. Different from the full-resolution template 
estimator, E{δω2} can not be reduced to zero by increasing 
Nt or decreasing 2

nσ  because of the last term caused by 
finite-resolution quantization noise. 

C. Signal Detection Performance 

In this subsection, the detection performance is analyzed. 
We assume that the template is generated by receiving an all 
"1" training sequence of pulses with the subscript k. Then the 
data information pulses with the subscript j are demodulated 
and detected by correlating with the estimated template. 

The decision statistic can be investigated as 

,
1

2
, , ,

1 1

, , , , ,
1 1

, , ,
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ˆ

1
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t
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t t
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w

w

=
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where 2
1

N

p ii
E w

=
= å  and Ep is template energy. ξ contains 

all noise terms including noise, quantization error and so on. 

ξ is considered as a Gaussian random variable by the central 
limit theory. Hence we have 

( ) ( ) ( )2
1 1 1

N N N

i i j i i i
i i i

m E e d E e E e
x

w w
= = =

= + +å å å  (13) 

Then the variance is ( ) ( ){ }22 2E Eξσ ξ ξ= − . The bit error 

rate is shown as follow 

( )[ ]p
BER Q E mξ ξσ= +   (14) 

where ( )•MQ  is the Gaussian Q function. In order to deeply 

understand the detection performance gap among different 
styles of receivers， some special cases are discussed as 
follow. 

1) Full resolution ADC: There is no quantization noise 
when full-resolution ADC is employed. In this case, we 
have  

 
( )2 2 40, 1t n p n tm N E N Nx xs s s= = + +   (15) 

The detection performance of full-resolution receiver is 

( )( )2 41
p t n p n t

BER Q E N E N Nσ σ= + +  (16) 

This is the performance bound for digital receiver based 
on finite-resolution estimator. 

2) Full-resolution and ideal template: In this case, no 
quantization noise exists and the template is ˆ

i iω ω= . The 
detection performance is given as 

 ( )p nBER Q E σ=   (17) 

which is the best detection performance only dominated by 
background noise. In addition, if Nt is very large, (16) 
becomes (17). In other words, increasing Nt can achieve the 
best detection performance based on the full-resolution 
receiver. 

3) Finite-resolution and ideal template: In this case, the 
quantization noise exists and the template is known. The 
decision statistic is ( )2

, ,1

N

j i i j i i j ii
n eλ ω ω ω

=
= + + . We have 

 ( )
1

N

i ii
m E eξ ω

=
=   (18) 
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i i i i i i
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E E e E e

E e e E e E e

ξ σ ω

ω

σ

ω
=

≠

 = + − 
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 (19)

 

The detection performance can be expressed as (20) on 
the next page. 

Compared with (16), (14) cannot draw near (20) by 
increasing Nt. Due to the impact of quantization noise, the 
template estimator is not an unbiased estimator. The 
performance gap between real and ideal template is based on 
the finite-resolution receiver. 

IV. SIMULATION RESULTS 

In this section, simulations and comparisons are 
presented. The monopulse p(t) is shaped as a second 
derivative of a Gaussian pulse with τ = 0.7ns where τ is time 
constant that controls the pulse duration. We set Ts =100ns 
so as to avoid the inter-symbol interference (ISI). Sample 
period is T=0.125ns. The IEEE 802.15.4a channel model 1 
(CM1) is employed here. 
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Figure 2.  Analytical and numerical PDF of quantization noise generated 

by a 4-level resolution ADC. Left figure represents the results when 
amplitude of the input signal is large. Right figure represents the results 

when amplitude of the input signal is small. 
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Figure 3.  Analytical and numerical MSE versus Nt, SNR and ADC 
resolution. Left figure represents MSE when Nt is 50. Right figure 

represents MSE when Nt is 200. 

Fig.2 shows the analytical and numerical PDF curves of 
quantization noise using a 4-level ADC with different input 

signal. The analytical results agree with the numerical results 
exactly. Compared with the two figures, we find that the 
results are completely different because of the different 
amplitudes of the input signal. The PDF curves are not 
symmetric and rely on the input signal when using a finite-
resolution ADC. 

Fig.3 demonstrates the analytical and numerical MSE 
curves. The differences among different resolution ADCs 
become larger when SNR is higher than 25dB. The curves of 
the finite-resolution estimator first decline then rise up, while 
the curves of full-resolution estimator decrease 
monotonically as the SNR goes up. It is because that channel 
noise descends and quantization noise grows as SNR rises. 
We can see that channel noise plays a main role when SNR 
is low and quantization noise dominates MSE at higher SNR. 
We can also observe that the higher the resolution ADC is, 
the lower the convergence level is. Compared with Fig.3a, 
Fig.3b shows the performances of all types of receivers are 
improved as Nt increases. The curves in different conditions 
of Nt demonstrate that the template estimation performance 
using midtread quantizer is better than that use the adjacent 
midriser quantizer because the odd quantization levels can 
suppress the quantization noise by forcing the small 
amplitude sampling points to zero. 
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Figure 4.  Analytical and numerical BER of full-resolution receiver versus 

Nt and SNR. 
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Figure 5.  Numerical BER of finite-resolution receiver versus SNR, 

template and ADC resolution. 
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Fig.4 depicts the analytical and numerical detection 
performance of full-resolution receiver with different length 
of training sequence respectively. We observe that the 
detection performance of full-resolution get close to the best 
performance based on ideal template by increasing Nt. 

Fig.5 shows the detection results of finite-resolution 
receiver. We can see that the detection performance is better 
in higher resolution condition.  In addition, it is worth noting 
that the gap between curves of the same quantizer using ideal 
and estimated template is very large. That is to say, the 
detection performances of finite quantized receiver are 
highly deteriorated by quantization noise contrast with full-
resolution receiver. 

V. CONCLUSION 

This paper has investigated detection performance of 
finite-resolution receiver for IR-UWB which based on the 
correlation structure. The finite-resolution quantized signal 
model and distribution of quantization noise are derived. 
Corresponding estimation and detection performance of the 
finite-resolution and full-resolution digital receiver are 
analyzed in closed form. The analytical results agree with the 
numerical results exactly and the template estimation 
performance using midtread quantizer is better than that 
using the adjacent midrise quantizer because the odd 
quantization levels can suppress the quantization noise. 
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