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Abstract—In order to solve the problem of leakage detection 
in the case of complex conditions and limited training samples, a 
multivariate classification recognition model was built by using 
Decision Tree and Support Vector Machine, which has 
advantages of rapid speed and high efficiency in classification 
and outstanding characteristics in small samples binary 
classification. The model was trained with a fault feature vector 
which is a dimensionless value extracted from the pipeline 
pressure signal characteristic parameters, and then using the 
model to test the samples. The results show that this method not 
only can complete the model learning training in the case of small 
samples, but also has been greatly improved over the neural 
network method in terms of the recognition performance, and 
can be effectively applied to leakage detection in pipelines. 
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I. INTRODUCTION 

Pipeline is one of the important infrastructures in every 
country. Negative pressure wave will be generated when the 
pipeline leaks. Due to the special nature of the negative 
pressure wave, it is often be used to detect the leak in pipelines, 
but the key problem is to accurately distinguish the cause of the 
pressure signal fluctuation. However, in many cases, the 
pressure fluctuation and leakage fluctuation caused by 
adjusting pumps, regulating valves and other process 
operations are very similar and it is difficult to accurately 
identify them. In recent years, artificial intelligence detection 
methods based on neural networks and pattern recognition have 
been developed rapidly[1][2]. However, the effectiveness of 
these algorithms is mostly based on enough training samples. 
In practice, the number of samples used for testing is small, and 
in particular the number of fault samples is limited or even 
missing.  

Support Vector Machine (SVM) has the advantages of 
small training samples, strong generalization ability and easy to 
get the global optimal solution. It has been widely used in 
many fields such as electricity, economy, medicine, diagnosis 
and so on[3]. In recent years, support vector machines have 
also been used for pipeline leak monitoring. Literrature [4] 
presents a novel technique support vector machine (SVM) for 
pipeline leak detection and an SVM classifier was used to 
classify the signal pattern with few samples. SVM has clearly 
better advantages than neural network method over small 

sample set. Later the SVM parameters were optimized by using 
the Artificial Bee Colony (ABC) with searching power of local 
and complete area optimal solution, the experiment showed 
that the ABC-SVM algorithm has a better accuracy and 
adaptability in leakage recognition than conventional SVM 
method [5]. In this paper, the SVM classifier was further 
improved and a Decision-Tree-SVM was present for less 
calculation and better recognition efficiency. 

II. IMPROVED SVM MODEL WITH DECISION-TREE 

A. Theory of Decision-Tree 

Decision tree is a predictive model, which represents a 
mapping between object attributes and object values [6]. As 
shown in Figure 1, the decision tree contains three parts, root 
node, branch node and leaf node, which represent different 
attributes respectively. Bifurcation path represents a possible 
attribute value. Decision tree classification process consists of 
two steps. First, establish a reasonable decision tree model, the 
second step is the use of the decision tree model in the previous 
step on the new data by level classification. 

 
FIGURE I. STRUCTURE OF DECISION TREE 

Taking Figure 1 as an example, each node in the tree can 
complete a classification subtask. In the classification stage, the 
logic structure of the decision tree is generated by a bottom-up 
cohesion algorithm or a top-down segmentation algorithm [7]. 
Because only part of the classifier was used in each level, the 
classification efficiency and accuracy was relatively high. 

B. Theory of SVM 

The basic idea of SVM is to transform the input space into 
a high-dimensional space by non-linear transformation, then 
find the optimal linear classification surface in this new space. 
The above solution is achieved by defining an appropriate inner 
product kernel function. SVM is to propose the optimal 
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classification surface under the condition of linearly separable 
series. H is the classification line. H1 and H2 are respectively 
the straight lines parallel to the classification lines and the 
nearest samples to each classification line, and the distance 
between them is called classification interval. The optimal 
classification line is not only the two types of samples can be 
correctly separated, but also make the classification interval 
maximum classification line [8]. 

 
FIGURE II. THE OPTIMAL HYPERPLANE OF DIAGRAM 

Consider a planar classification task, Figure 2 for instance. 
There are two kinds of training samples: ○ and ☆. The set of 
vectors should be optimally separated by a hyperplane without 
error. The maximal distance between the hyperplane separating 
the two classes and the closet data points to the hyperplane is 
defined as margin. Then the error bound of machine learning is 
minimized by maximizing the margin to have a better 
generalization performance. Hence, a separating hyperplane in 
canonical form must satisfy following constraints:  

1)(  bxwy ii ni ,...,2,1                  (1) 

Where, ix  is a set of training samples,  1,1y  is 

corresponding label. w  is the normal vector of the hyperplane. 
In most conditions, such a hyperplane does not exist. So we 
need to relax the constraints of Equation (1) by introducing 

slack variable 0i , ni ,...,2,1  
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To maximize the margin, the task is therefore:  
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C  is the punishment coefficient to control the trade-off 
between training error and generalization ability. The decision 
function now is:  

 
i

jiii bxxyxf ))(sgn()( 
              (5) 

Choose different forms of kernel function, you can get 
different support vector. There are four commonly used kernel 
functions, the most commonly one is Gauss radial basis 
function [9]. 

C. Multi-Support Vector Machine 

(1) ONE-VERSUS-REST 
The one-versus-rest support vector machine algorithm is the 

earliest used method when dealing with multi-valued 
classification problem [9]. The principle of the method is to 
distinguish each category from all the other categories in turn 
using a two-class support vector machine classifier. For an n-
type problem, the number of support vector machines needed 
to be training is n in the one-versus-rest method needs, that is, n 
classification hyperplanes is used to classify. 

The classification process of one-to-many method is clear, 
but there are some shortcomings as follows. First, when using 
the one-versus-rest approach, the number of positive samples 
per classifier is generally much smaller than the number of 
negative samples, which will greatly reduce the accuracy of 
classification. Secondly, Each SVM training needs all the 
training samples to be trained, and the computational efficiency 
is low. 

(2) ONE-VERSUS-ONE 
For an n-type problem, a support vector machine is needed 

to be constructed for each category of the n-type samples in the 
one-versus-one method, so the total number of support vector 
machines is n (n-1) / 2. Although the number of support vector 
machines that need to be trained is more than one-versus-rest 
method, however, only two types of samples were required to 
be trained for training each support vector machine. The 
training speed of this method is faster than that of the one-
versus-rest method. 

Literature [10] compares several Multi-SVM classification 
algorithms mentioned above and finds that the one-versus-one 
method has a better classification effect, but its computational 
cost is large. The one-versus-rest method is less in computation, 
but its classification effect in general. 
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D. MSVM Model with Decision-Tree 

Support vector machines have good generalization 
performance in the case of small training samples, but multiple 
classifiers are needed to be constructed multiple type problems, 
and the time of training and diagnosis is long. In this paper, a 
multi-class fault identification model with combination of 
decision tree and support vector machine was established for 
pipeline leakage detection. 

Support Vector Machine method based Decision Tree is to 
decompose the multi-classification problem into a series of 
binary classification problems and these binary classification 
problems are distributed on each node of the decision tree. 
When modeling, according to different attributes the decision 
tree root nodes and branch nodes are divided into several sub-
sets step by step, until all the leaf nodes are obtained. In 
attribute sub-set according to the actual selection of one-versus-
one or one-versus-rest support vector machine classification 
model. When attribute sub-set by the time, according to the 
actual situation choose one-versus-one or one-versus-rest 
support vector machine classification model. Taking division of 
6 categories as an example, Figure 3 is a schematic diagram of 
the classification of one of the decision trees, and the 6 types of 
input samples are hierarchically divided into their respective 
categories. 

 
FIGURE III. THE SCHEMATIC DIAGRAM OF DT-SVM 

As can be seen from Figure 3, the SVM based on decision 
tree comprehensively considers the advantages of less one-
versus-rest classification model vector machines, higher 
accuracy of one-versus-one multi-class classification and high 
classification efficiency of decision trees. 

 
FIGURE IV. THE CLASSIFICATION DIAGRAM OF DT-SVM 

The main object of this paper is leakage identification of 
pressure pipes. Based on the above principles, a multi-
classification SVM fault diagnosis model based on decision 
tree is constructed. Take the normal working condition, small 

hole leakage (the amount of leakage is not less than 5%), 
stopping pump and regulating valve as four kinds of fault, the 
classification model shown in Figure 4. Since the equipment is 
in normal operation under most conditions, it is relatively easy 
to get the samples of the normal operation of the pipeline 
during the actual test. At the same time, it is relatively easy to 
distinguish the normal operation of the pipeline from other 
faults. The main purpose of the first layer is to exclude non-
fault samples from all samples, so the one-versus-rest classifier 
is used to quickly identify non-fault samples. one-versus-one 
algorithm is adopted in the second-level decision-making to 
identify three types of faults one by one. In this case, only three 
one-to-one classifiers are built. This model only needs to 
construct 4 support vector machines, which is reduced by 2 
SVMs compared with the one-to-one method (4 * (4-1) / 2 = 6) 
in MSVM Model with Decision-Tree method. In theory, the 
training and testing time will be reduced and the diagnostic 
efficiency will increase. 

III. EXPERIMENTAL RESEARCH 

A. Experiment System and Feature Extraction 

The study and tests presented here are based on data of a 
pilot water pressurized pipe which is located in mechatronics 
lab. The length of the test pipeline is totally 220 m. In the 
experimental system four conditions were simulated which are 
normal fluctuations, small leaks, pump operation and valve 
operation conditions respectively. For each type of pipeline, a 
typical fault or condition was tested several times, and 
multiple sets of eigenvectors that can reflect the fault rule are 
taken as samples of such fault training. 

The main tested parameter is pressure wave of inner water. 
In order to obtain more abundant parameter signals, 
parameters were acquired at high speed with OPC mode and 
four synchronical channels [8], the sampling frequency was 
50Hz, the sampling total sections were 40 and every section 
had 1024 integer data. 

Various characteristic parameters of pipeline pressure 
signal have different emphases on the ability of expressing 
fault information. In this paper, the peak coefficient, kurtosis 
index, skewness index, effective value and standard deviation 
are selected in reference [14] to describe the waveform 
characteristics of the signal. Because of the dimensional 
difference between these time-frequency domain parameters, 
normalization is performed prior to modeling to transform it 
into data for [0, 1]. 

B. Model Training 

Four types of samples of pipeline operation parameters are 
selected, each type consists of five groups, a total of 20 groups 
of signal samples, according to Figure 4 to establish a pipeline 
fault identification model for learning and training. After 
analysis this paper selected radial basis function, the training 
steps are as follows: 

(1) Transforming signal data into a recognizable format 
required by the Libsvm package; 

(2) The training samples are scaled and mapped to [-1, 1] 
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(3) Model parameter training (penalty factor C and kernel 
function parameters); 

(4) Using the C and the model parameters obtained in the 
step (3), the scaled training sample in the step (2) is trained by 
using the model; 

(5) Put in the test sample into the trained model to test the 
classification results; 

The SVM classifier is trained by using the sample data in 
turn to obtain the optimal classification function, and finally 
the radial basis parameter of the penalty function C = 2 and the 
kernel function is obtained. 

C. Testing 

In order to test the above classifier recognition effect, eight 
sets of known samples to be tested are used to verify the 
classifier to verify the generalization ability and accuracy of the 
classifier. Table I shows the output of different SVM decision 
functions to be diagnosed. In the first column of data, the 
normal fluctuation 1 quickly identified from the leak or 
operations 2, 3, 4, the result is positive then judged as positive 
samples, that is, normal fluctuation, the recognition ended; The 
negative is classified as the other three group type, leak or 
operation, you need to carry out 1-to-1 classification, as shown 
in the 2nd, 3rd, 4th column. 

TABLE I. RESULT OF TEST SAMPLES 

NO. 2V234 2V3 2V4 3V4 

1 0.8502 / / / 

2 0.9122 / / / 

3 -1.0000 1.0000 1.0000 1.0000 

4 -1.0000 -0.9343 0.0758 1.0000 

5 -1.0000 0.2174 -0.4027 -1.0000 

6 -0.1405 0.5323 1.0000 0.2031 

7 -1.0000 -0.2641 1.0000 1.0000 

8 -1.0000 1.0000 -0.3510 -1.0000 

According to the output membership of each independent 
SVM in the decision structure, the ownership of the sample to 
be diagnosed is judged. When one of the SVM i, j for the faulty 
sample x is judged as the ith type of fault, the number of votes 
in class i increases by 1, otherwise, the number of votes in class 
j increases by one. According to this diagnostic decision rule, 
we have carried out some experiments and analysis with 
multiple samples. The final diagnosis results coincide with the 
type of sample fault set, which shows the correctness of the 
method. If there is multiple fault types or more fault samples, 
we can promote it by this method. 

D. Compared with the Conventional Method 

In order to further compare the classification results based 
on decision tree SVM with traditional neural networks and 
conventional multivariate support vector machines, 20 groups 
of samples were used to experiment on different models. The 
classification results are shown in Table II below. 

TABLE II. COMPARISON OF RECOGNITION RESULTS 

Name Samples
Number 
of correct 

Time/s Accuracy 

DT--SVM 20 19 1.69 95％ 

SVM 20 19 2.55 95％ 

BP（δ=0.01） 20 16 11 80％ 

BP（δ=0.05） 20 15 15 75％ 

As can be seen from Table II, the corresponding decision 
tree construction based on actual fault support vector machine 
recognition effect and conventional multivariate support vector 
machine the same method, are obviously due to the traditional 
neural network method, but the use of decision tree support 
vector machine classification recognition time than 
conventional Support vector machine method is shortened by 
about 35%. 

IV. CONCLUSION 

In this paper, leak detection identification model based on 
decision tree and support vector machine is designed 
combining the advantages of decision tree decision-making 
efficiency and one-versus-one and one-versus-rest multi-
valued classification in SVM. The model has better 
recognition ability and classification effect in the case of small 
sample and leakage, which is obviously better than the 
traditional neural network method. The recognition effect is 
equivalent to one-to-one multivariate support vector machine, 
but it is shorter than the traditional support vector machine in 
learning training and testing. With the increase of the number 
of categories, compared with the conventional SVM, MSVM 
with tree decision is more obvious and more efficient. 
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