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Abstract: In this paper, the time series analysis method and the improved recursive least square 

parame-ter estimation method are used to realize the short-term forecasting of daily load and month-

ly load of elec-tric power system based on ARMA model. The method makes up for the shortage of 

weighted least square method, which guarantees the robustness and convergence speed of the algo-

rithm. It has the characteristics of clear physical concept, small calculation amount and good numer-

ical stability. Simulation results show that the algorithm has good prediction accuracy and can be 

satisfied with the results. 

1 Introduction 

Nowadays, with the rapid increase of the scale of power grid, the stability of the power grid is get-

ting more and more attention. The load fluctuation of power system plays an important role in the 

stability of power system. Although the user has a certain law, but it is affected by climate change, 

price policy, equipment accident or overhaul, big holidays, social conditions, the occurrence of ran-

dom events and other factors. The short-term load forecasting of electric power system, is ahead of a 

few hours to a few days and months to predict the load of the power system, can be used to deter-

mine the generation scheme of power plant, unit maintenance arrangements and guidance of eco-

nomic operation, but also is the foundation to realize the real-time control and safety monitoring of 

power system (Gu, 2002). 

The load fluctuation of power system can be divided into two kinds, which are deterministic and 

stochastic, and the power system load can be divided into two parts, the deterministic trend and ran-

dom load. The trend part of the load is periodic, and the random part can be considered as a station-

ary sequence. The modeling and forecasting of the trend partial load are mainly adopted by polyno-

mial and trigonometric function or neural network. ARMA model can be used to model and forecast 

the random part. There are three basic forms of ARMA model: Auto Regressive Model (AR), mov-

ing average model (MA) and mixed model (ARMA) (Luo, 2002). 

In this paper, based on the ARMA model, the model is modified by the recursive least square 

method, and the short term load forecasting method of power system is established (Lin, 2006). The 

recursive least squares method for state estimation method is to estimate the data as the initial value 

of next time estimation by using a moment ago based on the more able to reflect the dynamics of the 

power system, is conducive to the power system of tracking. This method overcomes the shortcom-

ing of using weighted least squares method, providing a more reliable initial value, the data is not in 

the process of calculation deviation from the true value, helps to ensure convergence, robustness 

and convergence speed of the algorithm, has a clear physical conception and a small amount of cal-

culation and good numerical stability. Simulation results show that the algorithm has good predic-

tion accuracy and can be satisfied with the results. 

2 Arma Model Description 

2.1  AR model 

AR model is also known as self-regression model. It is through the prediction of observations in the 
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past and present value of the linear combination of the interference prediction, since the mathemati-

cal formula for the regression model: 

1 1 2 2t t t p t p ty y y y                                (1) 

Where: is the order of autoregressive model (i = 1, 2,…,p) as a model of the undetermined coef-

ficient (from regression coefficients) for the error, for a stationary time series. Which are independ-

ent and identically distributed random variables, and satisfy: 

  0tE   ，   2 0tVar                      (2) 

 ty Called time series Subject to p-order autoregressive model. Also can be described a 

  ktt yyB  . 

If after the shift operator defined as B, namely: 
Stationary conditions: lag operator polynomial   p

p BBB   ...1 1  roots are outside the 
unit circle, that   0B  roots greater than 1 (Lin, 2006). Byt= yt-1   Bkyt = Yt-k the original type can 
be expressed as: 

1 1 2 2( )t p p t ty B B B y e                          (3) 

2.2 MA model 

MA model is also known as the moving average model. It is through the forecast value of the inter-
ference of the past and present value of the linear combination of the interference prediction. Mov-
ing average model mathematical formula is: 

1 1 2 2

1 1 2 2(1 )

t t t t q t q

q q t

y

w B W B W B e

            

    
                       (4) 

Stationary conditions: stable under any circumstances. 
Where: the order of the model;（j=1, 2, ⋯, q）is the coefficients for the model;  is the error;  

is stationary time series. Which, wj (j=1, 2, ⋯, q) is the coefficients of model, et is a zero mean dis-
turbance term variance is not zero. 

2.3 ARMA models: 

Autoregressive models and moving average model portfolio constitute a stationary random process 
used to describe the autoregressive moving average model ARMA, mathematical formula is: 

1 1 2 2 1 1

2 2

t t t p t p t t

t q t q

y y y y     

   

   

 

      

 
                      (5) 

Then: 

( )p t q tB y W e                               (6) 

Which: 

1 2( ) 1p p pB B B B                             (7) 

1 2( ) 1q q qW B W B W B W B                           (8) 

Specially: q=0，model is the AR(p)，p=0，model is the MA(q). 
et is zero mean white noise variance is not zero, Φi(i=1,2,⋯,p) and Wj(j=1,2,⋯,q) is the coeffi-

cients of the model. It should be noted that the power system load change is a non-stationary ran-
dom process, it has a certain growth trends and cyclical, in order ARMA model can be used to de-
scribe, it should define a difference operator (Yang, 2002). 

δ=1-B，the δyt=yt-yt-1，δm=(1-B) m.This makes a trend of time series yt, is transformed into sta-
tionary time series. ARMA model that can be used to describe the sequence of the. So get the fol-
lowing ARMA model: 

( ) ( )m
p t q tB y W B e                            (9) 

If the definition of periodic difference operators 
1 s

s B   , then s t t t sy y y    , (1 )s
sm B m    
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Therefore, the use of difference operators can handle the cyclical nature of the sequence, making 
periodic random sequence yt time series for a smooth transformation. Based on the above analysis, 
power system load forecasting ARMA model: 

( ) ( )m m
p t q tB y W B e                             (10) 

3 Arma Model Parameters Identification T 

Identification of ARMA model parameters, including the identification and the order of the estimat-
ed model parameters. 

3.1 Determination of model order 

Time series yt (t = 1 ,2 , …N) , The statistical analysis is as follows: 
 Mean: 

1

1 N

y t
t

y
N




                            (11) 

Variance: 
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1

1
( ) ( )
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Var y y y y
N

 


                      (12) 

Covariance: 
1

( , ) ( )( )t t k t t kCov y y y y y y
N k

    


                     (13) 

Autocorrelation function: 
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The nyy
n

t

t /
1




 , It may indicate the different periods of the correlation between the data and its 

value in the range -1 to 1, the value closer to 1, indicating the time the higher the degree of autocor-

relation. 
Partial correlation function: 

11 1                                       (15) 
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(k=2，3，…)                      (16) 

, 1, 1,k i k i kk k k i        (i=1，2，…，k-1)               (17) 

Therefore, the order of the model variables by testing the autocorrelation function and partial au-
tocorrelation function to determine. For the AR model, the partial correlation function Φkk is cen-
sored. For the P-order AR model, the partial correlation function Φkk = 0 (k> p). So when calculated 
Φkk = 0, you can determine the order of the model as P = k-1. 

For the MA model, autocorrelation function ρk is censored. For the q-order MA model, and its 
autocorrelation function ρk=0 (k> q). So if obtained ρk = 0, it can determine the order of the model 
is q = k-1. 

3.2 The estimated model parameters 

Since the operation state of the power system is dynamic, only the time interval is short enough to 
be regarded as static. If the power system can track slow changes by the state variables of a period 
of time as the initial sampling period to estimate the state variables of a value, to ensure the stability 
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of the initial value, its effect is better than static estimation, called tracking estimation method. The 
method is based on the least square estimation of the two time period before and after the system, 
which can be written as the objective function: 

  ' 1 '

1 1 1 1

T

i i i i i iL x x x P x x

  
                                  (18) 

Among them, the 1iP  is the variance matrix of the 1i estimate of the state variable x , and its 
inverse matrix is used as the weight. i  measure of iZ  and its corresponding stubborn  ixh of the 
least square objective function: 

     1

2

T

i i i i TL x h x z R h x z                              (19) 

The above can be written as the total objective function: 

     iii xLxLxL 21                                      (20) 

The first Time recursive valuation should satisfy the conditions of
 

0
i

i

dx

xdL
: 

      iiii xxHxhxh  

'

1

'

1
                               (21) 

And 
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iii xHRxHPP                               (22) 

By using the matrix inversion lemma, the recursive formula is processed in some form, so that it 

can be the same as that of the conventional dynamic random sequence: 

  '

1

'

1

'

  iiiii xhzKxx                            

  1

11



  T

i

T

ii HHPRHPK                     (23) 

11   iiii HPKPP                                 

Formula (23) is the calculation formula of the least square recursive estimation of power system, 

which is called the recursive least square estimation. The idea of recursive algorithm is to obtain a 

new data, according to the new data on the original estimate to be modified, the new estimator is 

improved, rather than the new data to the old data inside the re calculation. The recursive state esti-

mation can obtain the correct estimate of the state variable without a priori knowledge. The recur-

sive state estimation is to use the estimated value of the previous moment as the initial value of the 

last time, and to improve the reliability and stability of the initial value in the state estimation. In 

normal operation, the running state of each moment is relatively stable, network load, parameters of 

small fluctuation, state estimation algorithm for fast convergence, very favorable for the detection 

and identification of bad data, reduce the detection and identification of time. 

4 Arma Model For Power System Load Forecasting 

4.1 Determination of model order 

Daily load forecasting results, An area of SiChuan Province’s 2014 Annual load curve： 
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Figure 1. The year 2014 in an area of SiChuan Province load 

Using the Eviews software to research the power load for the year of correlation analysis, since 
the rapid decay of the correlation coefficient is 0. 

Application of the above method to get daily load forecasting ARMA model: 

1 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9

10 10 11 11

(1

) ( )T t

B B B B B B B B B

B B L t e

        

 

        

   
             (24) 

In formula，L(t) is t load for the first time，Φ1，…，Φ11 is autoregressive coefficient, et is ran-
dom noise, T is number of hours (T = 24 or 48 or 96)，then the first time the relative error of t:. 

( ) ( )
( ) 100%

( )

L t L t
L t

L t

 
                                          (25) 

Try AR (7), MA (1), we use static prediction, the actual forecasting results shown in Table 1. 
 
 

 
Figure 2. Sequence analysis of stationary 
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Table 1. ARMA daily load forecasting model (load units:106 KW·h) 

System data 
Weighted least 

squares 

 Improved recur-

sive least squares 

Fore-

cast Date 

Real 

load 

Predic-

tive value 

Pre-

diction 

error % 

Predic-

tive value 

Pre-

diction 

error % 

2015-

01-01 

31.52

3123 
31.03451 1.55 

31.143

52 
1.20 

2015-

01-02 

31.55

6034 
30.86182 2.20 

30.975

43 
1.83 

2015-

01-03 

31.94

3778 
31.51254 1.35 

31.545

67 
1.25 

2015-

01-04 

32.37

2821 
31.47609 2.77 

31.678

43 
2.14 

2015-

01-05 

33.27

8424 
32.83915 1.32 

33.087

53 
0.57 

2015-

01-06 

33.21

8071 
32.66997 1.65 

32.456

78 
2.29 

2015-

01-07 

32.44

5526 
31.66359 2.41 

31.909

86 
1.65 

 

Figure 3. Eviews Daily load forecast 

 

Figure 4. Dynamic relationship between Predictive value and the true value 
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Table 2. ARMA daily load forecasting model (load units:106KW·h) 

System data weighted least squares method improved recursive least squares method 

Month Load 
Forecast 

Date 
Real load 

Predictive val-
ue 

Prediction 
error % 

Predictive val-
ue 

Prediction 
error % 

2013-01 993.244983 2014-01 838.693646 821.0810794 2.10 827.0987123 1.38 
2013-02 900.868487 2014-02 741.918461 731.0864515 1.46 736.0564567 0.79 
2013-03 986.993165 2014-03 826.011498 809.4086669 2.01 813.5678965 1.51 
2013-04 939.916142 2014-04 749.609450 739.4147615 1.36 741.6789654 1.06 
2013-05 877.380040 2014-05 797.054905 779.3602861 2.22 781.9876543 1.89 
2013-06 893.3137207 2014-06 821.964945 797.7169791 2.95 803.8765790 2.20 
2013-07 938.170077 2014-07 841.749864 822.3896171 2.30 830.6789007 1.32 
2013-08 962.977772 2014-08 871.067790 858.437307 1.45 860.098765 1.26 
2013-09 919.325837 2014-09 839.745732 822.698936 2.03 825.908654 1.65 
2013-10 851.795386 2014-10 883.093083 856.6002905 3.00 859.8754435 2.63 
2013-11 772.091566 2014-11 910.965867 887.9184306 2.53 891.9876546 2.08 
2013-12 830.111797 2014-12 969.017688 951.7691732 1.78 956.0987652 0.40 

4.2 Results of month load forecasting 

Load forecast during the month, using the following ARMA model: 

1 1 2 2 3 3 4 4 5 5(1 ) ( )T month

n

B B B B B L n

e

         


 

 
Figure 5. Comparison between Least square method and improved recursive least square method to predict the load val-

ues  

 

Figure 6. Comparison between Weighted least squares method and Improved recursive least squares method to predict 
the load values error 

In formula，Lmonth(n) is the electricity consumption of n month, Φ1，…，Φ5 is Autoregressive 
coefficient, en is random noise. As shown the actual prediction. 
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5 Conclusion 

From the above daily and monthly load forecasts can be seen, the use of load forecasting ARMA 
model is a more effective method. In particular, the improved recursive least square method to esti-
mate the parameters not only improves the forecast accuracy but also robustness the model in-
creased. 
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