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Abstract—Nowadays computed tomography provides the 

possibility to image internal cellular structures of embryos. A 

major challenge is a high accuracy image segmentation of tissues 

and individual cells. The process of manual image segmentation 

is time consuming and error prone. It can be partially replaced 

or augmented by cell modelling techniques developed by 

computer scientists based on biological, physiological and 

statistical properties of real embryos. 
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I.  INTRODUCTION 

At the recent times, embryogenesis became one of the 
promising areas in cell biology, developmental biology, 
genetics and toxicology. Despite the fact that the processes of 
embryogenesis have been studied since the last century, latest 
methods of computed tomography allow to obtain new 
knowledge about the processes of embryo development and 
allow to create detailed three-dimensional models of its internal 
structure. 

Xenopus Laevis embryos are often used as model 
organisms for tracking ontogenesis stages. Ease of maintenance 
and manipulations made this organism an important object of 
embryology and developmental biology. Using Xenopus 
Laevis embryos, scientists can clearly trace the processes of 
displacement and differentiation of cells, forming tissues and 
individual organs [1]. 

Images, used for a detailed study of the embryo cellular 
structure, were obtained at European Synchrotron Research 
Facility (ESRF) and the Advanced Photon Source (APS) using 
X-Ray phase contrast [2] techniques. 

After tomographic reconstruction was completed, three-
dimensional image has to be processed to remove noise and 
artifacts to reach a result that allows distinguishing the cells 
and cellular structures (Fig. 1). 

However, manual processing of the acquired images to 
obtain detailed three-dimensional model is a time-consuming 
task and, therefore, may be replaced or supplemented by the 
modelling techniques. 

At the initial stage of cell modelling, cell data are collected: 
shape, size and location, then the segmentation of individual 
cell types is performed. The next step is the generating cellular 
structures based on the analysed statistics and geometric 
models of the segmented cells. Final stage is a visualization of 
a three-dimensional model. The paper pays special attention to 
methods of imaging and cell segmentation. 

II. REVIEW ON IMAGING TECHNIQUES 

Obtaining images of the cell structures can be performed 
using the opportunities of microscopy and computer 
tomography. Application of these imaging techniques depends 
on the size of the studied structures, their physical and optical 
properties. 

For getting the information about the cell structure and 
intracellular processes, the following methods can be clarified: 
elemental, chemical, molecular and morphological analysis [3]. 

 
Fig. 1. Cut of the embryo obtained using X-Ray phase contrast (partially 

isolated cells are in the areas of: 1-10 - ectoderm, 11-20 - mesoderm, 21-30 - 

endoderm 
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A fluorescent microscopy implies that molecules of a 
particular type must be labelled with a fluorophore, and 
unlabelled molecules can not be fixed on the image. Confocal 
microscopy can significantly improve the quality of the 
images, as it provides a significant contrast in comparison with 
a conventional microscope. 

For collecting cell morphological information (structure 
and shape), following methods are used: optical microscopy 
[6], X-ray phase contrast [7], atomic force microscopy [8], 
ellipsometry imaging [9] and the digital holography imaging 
[10]. 

Optical microscopy is one of the most common methods of 
obtaining information about the cell shape, but one of its major 
limitation is the length of the light wave. In fact, optical 
microscopes are used for quality control of cell structures 
(shape, viability, growth). The maximum resolution of the 
optical microscope is achieved using shortwave UV light of 
200 nm [4, 6]. 

Resolution of X-ray microscopy is between the resolution 
of optical and electron microscopy which allows to see detailed 
intracellular structure. The advantage of the X-ray to electron 
microscopy is that the use of X-ray radiation allows 
observation of cellular structures at their natural state, i.e. in the 
cell culture. Moreover, application of phase contrast in 
combination with the use of X-ray tomography (X-ray phase 
contrast) provides the possibility to construct high-detailed 
three-dimensional models of cells and intracellular structures 
[3]. 

Atomic force microscopy provides resolution less than 1 
nm, which is more than 1000 times higher than the optical 
microscope does [8]. 

Ellipsometric methods are based on changes in the 
polarization of light after its interaction with the surface 
boundaries of different media (solid, liquid, gaseous) [9]. 

Digital holographic microscopy is a recently developed 
technique, which is suitable for the cell research, because it 
enables real-time reproducing of high-detailed three-
dimensional images. It provides a resolution of 290 nm [4, 10]. 

Elemental analysis determines which chemical elements 
comprises the analyte. Cell elemental analysis is carried out 
using the following techniques: X-Ray fluorescence 
microscopy, PIXE (particle-induced X-ray emission 
microscopy) and SIMS (secondary ion mass spectrometry 
microscopy) [3]. 

Visualization of cell chemical processes is carried using the 
following methods: FTIR (Fourier-transform infrared), Raman 
microscopy, coherent anti-stokes Raman scaterring 
microscopy, scattering near-field optical microscopy [3]. 

III. METHODS OF CELL SEGMENTATION 

Segmentation is a process of isolation, visualization and 
quantification of the individual cell components, such as the 
cytoskeleton or cell organelles while the tomographic 
reconstruction is implemented. 

Segmentation can be performed manually or semi-
automatically. 

Manual segmentation is performed interactively by 
identifying areas of interest on the basis of the threshold values 
of absorption or by visual inspection. 

In addition, the cell may be segmented using automated 
methods. Software tools, solving this problem, use the 
absorption coefficients and the gradient between the regions in 
the reconstruction. There is a variety of standard approaches of 
image processing, such as edge detection and smoothing. 

Allocation and delineation of required areas is performed 
starting with a user-defined threshold values of absorption or 
other user-defined characteristics, and using growth regions 
algorithms [11]. 

Traditional approaches to the identification and 
segmentation of cells are [12]: intensity based, region based, 
active contours / level sets, probabilistic methods and graphical 
models. 

Methods, analysing the brightness histogram, search for the 
optimal brightness value, which would limit the pixels within 
the cell from the background pixels [13]. 

Methods of region growth can also use the brightness 
values of pixels, while following the principles of merging the 
neighbouring regions if they meet pre-determined criteria for a 
merger [14]. 

Methods of edge detection splines outline the contour of the 
nuclei (and other shells) using a gradient image information 
[15]. 

Probabilistic models (e.g. Gaussian mixture models [16]) 
represent cells as a weighted sum of the densities of a normal 
(Gaussian) distribution, or as a combination of densities of the 
normal and the other (e.g. gamma) distributions. The 
parameters of these models are usually estimated on the basis 
of training data using the methods of estimation of the 
parameters, such as the EM-algorithm (Expectation-
maximization algorithm) [16]. 

The methods of cutting the graph present the original image 
as a weighted undirected graph in which each pixel is a node, 
and the relationship between the nodes form the ribs. These 
methods divide the graph into disjoint sub-graphs so that the 
similarity of nodes is high, and it is low in the different sub-
graphs [17]. 

It is possible to combine several of the above approaches. 

Otsu method [18] allows to divide the pixels into two 
classes ("useful" and "background") calculating a threshold 
where the interclass variance is minimal. 

Watershed clustering considers the absolute value of the 
gradient image as a topographic surface. Pixels, which have the 
largest absolute value of the brightness gradient, correspond to 
the lines of the watershed, which represent the boundaries of 
the regions. The water is placed on any pixel within the general 
line of the watershed, flows down to a common local minimum 
brightness. Pixels on which the water drains to a common 
minimum, columbine form, which is the segment [19]. 
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While segmenting the various parts of the cells, it may be 
effective to combine different algorithms to separate different 
areas, e.g. K-mean clustering [20] for the segmentation of the 
nuclei and Fuzzy C-mean clustering [21] for the segmentation 
of the cytoplasm [22]. 

It is also possible to represent an image as a probability 
map, where each pixel stores a probability of belonging to the 
boundary cells on the basis of a given classifier, followed by 
the area segmentation using correlation clustering [23, 24]. 

To perform segmentation of images obtained by the 
methods of computed tomography, the ITK Insight Toolkit 
[25] can be applied. 

In addition, an ilastic [26] software tool provides 
possibilities to classify, segment and analyse the objects on the 
image. This tool has functions for automatic pixel and object 
classification, automatic and semi-automatic object tracking, 
semi-automatic segmentation and object counting without its 
recognition. 

IV. MODELLING THE XENOPUS LAEVIS EMBRYO 

Images of Xenopus Laevis embryo were obtained at 
European Synchrotron Research Facility (ESRF) and 
Advanced Photon Source (APS) using X-Ray phase contrast 
[2] and were provided by the Institute of Photonic Research 
and synchrotron radiation (IPS), Technology Institute of 
Karlsruhe, Karlsruhe, Germany. 

Data are presented as a set (stack) of TIFF images wherein 
each picture is a cut of embryo three-dimensional model with a 
certain pitch in the vertical axis (Fig. 1). 

Fig. 1 shows three types of cells: ectoderm – rounded cells 
on the surface of the embryo, mesoderm – densely arranged 
small cells within the embryo, endoderm – large cells within 
the embryo which are at a big distance from one another. 

At the initial stage, segmentation of the original image and 
selection of cells that belong to different types were performed 
(Fig. 2). 

Generating cellular structures was carried out using 
autoPACK and Cinema 4D software. 

AutoPACK is designed for packaging objects inside the 
volume and on the surface of the container, using the 
algorithms that minimize or completely eliminate the overlap. 

The basic concepts of this software are a scene, an 
ingredient, a container and a recipe. The scene includes objects: 
lights, cameras, geometries, materials and effects. The 
ingredient is a building block that repeatedly appears in the 
model. While placing the ingredient, main task is to control the 
packing density and the elimination of intersections. The 
ingredients are placed inside- the container or on its surface. 
Set of packing parameters (including molar mass and 
concentration, packing algorithms, a description of geometric 
primitives, constituent ingredients and their location) is called 
recipe [27, 28]. 

It is possible to list the five main methods of packing that 
the software provides: jitter, spring, rigit-body, pandaBullet  

 
Fig. 2. Density distribution of cell size for ectoderm, mesoderm and 

endoderm (from top to bottom). The horizontal axis indicates the size of the 

cells in microns. The vertical axis indicates the density value/ 

and pandaBulletRelax – where jitter is the least demanding 
computational algorithm. 

Jitter allocates random components on the grid, reducing 
collisions with other objects, but not eliminating them. The rest 
of the algorithms collect information about nearby objects and 
use it to carry out several attempts to place the object, so that is 
belonged to the other group, excluding the intersection of 
surfaces. There is integration with the image editors (for 
example, Panda 3D). 

The simulation was performed on a computer having six-
core processor Intel Core i7-3930K, the amount of RAM of 64 
GB and the GeForce GTX 680 video card. 

Because of the huge number of cells in the complete model 
(~ 109 cells), the generating takes long time intervals, that is 
the reason to divide the ectoderm and the mesoderm into 24 
sections (Fig. 3). 

The process of packing one sector with mesoderm or 
ectoderm cells takes 15-20 minutes. Packing with endoderm 
cells took up less than 5 minutes for a single pass. 

Total assembly time was about 8 hours without rendering. 

Next step is rendering of three-dimensional model which 
was carried out in Cinema 4D (Fig. 4) using Ambient 
Occlusion, Depth Of Field, Object Glow and other effects. 

Rendering a single image takes about 30 minutes. 

It should be noted that the reduction of the cell number by 8 
times decreases time intervals for packaging approximately 3-4  
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Fig. 3. Three-dimensional model of the embryo, visualized in Cinema 4D 

(the area of the ectoderm, mesoderm and endoderm are marked with different 

colours). 

times. That makes editing and preview of the reduced model to 
be carried out much faster. While the embryo is on gastrulation 
stage, when the process of differentiation of tissues starts, it 
means, on the subsequent stages the number of its cells will 
increase, causing the need to attract more computational 
resources for data processing. 

V. CONCLUSION 

The sphere of programming and algorithmization, 
considering problems of identification of the mathematical and 
statistical relationships required for modelling the cellular 
structures, is currently on the stage of formation [29]. Software 
products for modelling cellular processes and cell packaging 
are being developed and improved, but they are not able to 
provide a solution for all the problems that arise, even though 
their current versions can build simple cell structures. Their 
disadvantage is that they are not designed to generate a huge 
number of cells forming tissues and organs. 

 
Fig. 4. Embryo model divided into 24 regions. 
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