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Abstract.This paper proposes a new one-stop blind source separation analysis method by 
combining wavelet transform, FastICA and self-organization mapping network. Firstly, we suppress 
the Gauss noises by using wavelet transform. Secondly, we separate the mixed signals utilizing 
FastICA to get the independent components. Finally, we cluster the signals with SOM to reveal the 
latent relationship of independent signals. Experimental results have shown the validity and 
effectiveness of the proposed method. 

Introduction 
Most of the measurement/detection method and equipment of a large-scale integrated system 

work directly on the whole system. It is generally difficult to exactly acquire signals emitted by all 
the electronic components.  As a result, a one-stop method is desirable to suppress disturbing 
elements, and extract useful information on the electronic component from signals of the whole 
system, and finally could provide accurate math simulation model for further system design, 
analysis, prediction and evaluation. 

Aiming at the signals of integrated system, this paper uses the ICA to pretreat the mixed data 
which is collected. Separate the mixed signals with no prior information to get the independent 
signals produced by different parts of system. 

To solve the BSS problem, there are some methods now, such as K-means clustering [1], EASI 
[2], and ICA [3]. ICA is the main solution of BSS. And FastICA [4] is being widely used, because 
of its good flexibility, robustness and fast convergence. 

The performance of FastICA is sensitive to the initial value of the separating matrix input weight. 
Now, researchers proposed many improvements about FastICA. Paper [5] suggests to improve the 
FastICA in this aspect. First, compare the performance with the best functional simulation selected 
from three different nonlinear functions, and adjust the parameter of best function to make further 
improvement. Then, compute the initial value by the best simulating function. The experiment 
result shows that, this method can solve the problem that the performance is sensitive to the initial 
value. Besides, it can avoid the nonuniform convergence and improve the result of separation. 

Paper [6] suggests that, when the FastICA is used in dealing with big data (such as image 
processing), the fifth-order convergence Newton iteration method can be used to accelerate the 
convergence speed. The simulation result shows that the improved FastICA has better separating 
feature and less convergence counts. 

Most of the improvement methods now are aiming at the separation method itself, trying to 
improve the separating result and the convergence speed. There are little researches importing the 
intelligence artificial algorithms such as artificial neural network, to build the one-stop processing 
method for integrated system signals including noise. 

The conventional ICA method is sensitive to noise. It cannot separate valuable signals correctly 
when there is serious noise pollution. To solve this problem, this paper proposed the improved 
method combing the wavelet transform and FastICA. Reduce the noise of collected signals with 
wavelet threshold method. Improve the signal to noise ratio, then separate the signals using FastICA. 
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When using FastICA, the sequence of output vectors is uncertain. It is hard to confirm which 
source the extracted signal corresponds to [7]. And the physical meaning of independent 
components cannot be identified easily. The result of ICA is hard to utilize directly. The automatic 
identification system is desirable [8]. So we take the features of independent components separated 
as input vectors, and do the cluster analysis by SOM. The result can lays foundation for further 
analyzing the signals. 

The rest of this paper is organized as follow: Section 2, 3, 4 introduce the basic concept of 
wavelet transform, FastICA and SOM. Section 5 explains our one-stop BSS analysis method. In 
section 6, we have completed a simulation experiment to verify the effectiveness of our method. 

Wavelet Transform 
Wavelet transform is considered to provide a suitable analysis structure to investigate irregular 

and transient phenomena in signals [9], which is widely used in denoising [10][11]. This technique 
focuses on the details of the signals, and analyzes the partial information of low frequency and high 
frequency in scale spaces. By thresholding the components separated, the reconstructed signal has a 
low level of noise, while maintaining the details of signal. 

The wavelet threshold de-noising algorithm is describes in Table 1 [9]: 

TABLE I.  PROCEDURE OF THE WAVELET THRESHOLD DE-NOISING ALGORITHM 

Input: Observed Signal 
Output: Signal with low noise 
Step1. Divide input signals into several stationary segments and estimate the surd and sonant 
character for each segment. 
Step2. Calculate the 1 to 5 order high frequency coefficients for each segment 
Step3. Estimate threshold for high frequency coefficients in each order 
Step4. Reconstruct the signals by 1 to 5 order high frequency coefficient from wavelet domain. 

FastICA 
FastICA (Fast Independent Component Analysis) is a popular algorithm for blind source 

separation (BSS) of independent sources from their linear mixtures. It attempts to find a set of 
independent components by estimating the maximum negative entropy [12]. The algorithm 

iteratively searches for the weight set iw  of a neural network from a data set X via the procedure 
below [13]: 

TABLE II.  PROCEDURE OF FASTICA 

Input: Observed Signals 
Output: Independent Components 
Step1. Initialize weighting vector. Set the initial value of learning rate 
Step2. Compute the Euclidean Distance between training samples and weighting vector for every 
output node 2)(),( ∑ −= niijnj xwxwD , and find the winning node J whose value of D is the minimum. 
Step3. Set wzwgEzwzgEw TT )}({)}({ −← , where g is a contrast function defined as )tanh()( 11 yayg =  (the 
constant 1a  is usually in range [0, 1), and )

2
exp()(

2

2
yyyg −=  

Step4. Normalize w. i.e. let www /←  
Step5. If not converged, go back to Step 3 

Self-Organization Mapping Network 
SOM is proposed by the expert of artificial neural network, professor Kohonen, in 1981 [14]. It 

is widely used in data classification, pattern identification, image processing and other fields [15]. 
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This network adopts unsupervised learning rule. The basic procedure of SOM algorithm is [2]: 

TABLE III.  PROCEDURE OF SOM 

Input: characteristic values of independent components 
Output: results of clustering 
Step1. Initialize weighting vectors. Set the initial value of learning rate. 
Step2. Compute the Euclidean Distance between training samples and weighting vector for every 
output node: 2)(),( ∑ −= niijnj xwxwD , and find the winning node J whose value of D is the minimum. 
Step3. Adjust the weighting vector. Because of the lateral inhibition between competitive layer 
neurons, just adjust the weight in the field. The adjustment function is: 

)).(()()1( twxtwtw ijniijij −+=+ η  
 

Step4. Adjust learning rate and the radius of field, till characteristic patterns stop changing or 
achieve the frequency of training. Save the weighting vector trained. Otherwise, go back to Step2. 

One-Stop Analysis Method 
To analyze and utilize the valued information in observed mixed signals conveniently, we 

proposed the one-stop analysis method. 

Separating by
FastICA

Denoising by 
Wavelet Transform

Clustering by
SOM

Observed Signals

Signals with noise MttenuMtion 

Independent Components

Wavelet Basis, Number of Decomposition Layers, 
Threshold Value

Latent Relationship of Signals

FontrMst Function g

FOMrMcteristic VMlues of SignMls,
Dimension of Network

 
Figure 1.  Procedure of One-Stop BSS Analysis Method 

TABLE IV.  PROCEDURE OF ONE-STOP BSS ANALYSIS METHOD 

Input: observed signals 
Output: independent components and their latent relationship 
Step1. Select appropriate wavelet basis, and determine the number of its decomposition layers. Do 
the wavelet decomposition with signals which contains noise. 
Step2. Select a threshold value for wavelet high frequency coefficient, and denoise the wavelet 
coefficient. 
Step3. Wavelet reconstitution. Get the denoised source signals after the wavelet transform and 
reconstitution of denoised wavelet coefficient. 
Step4. Whiten the mixed signals  
Step5. Initial vector w (0) 
Step6. Select appropriate function g. Do the iterative computation wzwgEzwzgEw TT )}({)}({ −← . 
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Step7. Normalize vector w 
Step8. Stop the iteration, and output the vector w, if it is convergent. If it is not convergent or 
achieve the max iterations, turn to step 6. 
Step9. Select characteristic values according to the feature of signal, and calculate the characteristic 
values of the independent signals. 
Step10. Import the matrix of characteristic values into SOM network 
Step11. Set the dimension of SOM network, according to the numbers of signals. Experiment on 
different iterations. 
Step12 Cluster the independent signals into different groups.  
If it cannot identify the different signals clearly, turn to step 4 and select other characteristic values. 
If the clustering result is too close/dispersive, turn to step 6, set bigger/smaller dimension. 

Experiment and Analysis 
To test and verify the performance the one-stop method proposed above, we select the four 

simulation signals below and do the experiment: Doppler signal, sinusoidal signal sin (2π×r), cosine 
signal cos (2π×2r), quadchirp signal [16] as shown in Figure 1. 

In our experiment, we set the sampling frequency as 100Hz. There are 1024 points between 1 
and 10. The hybrid matrix A is randomly generated. The white Gaussian noises are added to every 
observed signal. Then we get the simulating observed signals as shown in Figure 2. 

    
Figure 1 Source Signals                    Figure 2 Mixed Signals 

We select the db1 wavelet to do the 2 layer decomposition, and select g1 nonlinear function in 
FastICA. 

Source signals are mixed randomly and polluted by noises. We can get 4 independent component 
by using FastICA to separate signals directly. The separating results are shown in Fig. 5, from 
which we can see that there are lots of noise mixed in independent components. This suggests that 
FastICA has a limited inhibiting capacity to white Gaussian noise, and is sensitive to noises. 
Therefore, the features of desired signals cannot be identified clearly. 

Figure 4 shows the separating results by using FastICA after being preprocessed through the 
wavelet transform, from which we can see that the signal to noise ratio is improved obviously. The 
details of independent components got from denoised-FastICA are clearer than Figure 5. 

To quantitatively evaluate the performance of the separating results, we calculate the correlation 
between the separated singles in Fig. 4, and the original signal shown in Figure 1. According to 
Table 5, the correlation coefficients between source signals and separated signals using the 
proposed method are pretty high, which could show the validity of the proposed method. 

TABLE V.  PROCEDURE OF SOM 

Source Signals S1 S2 S3 S4 
Separated Signals (without 

denoising) 
Y1 Y2 Y4 Y3 

Correlation Coefficients (without 
denoising) 

0.6279 0.8117 0.4930 0.3915 

Separated Signals  
(with denosing) 

Y2 Y3 Y1 Y4 

Correlation Coefficients  
(with denosing) 

0.9875 0.9840 0.9913 0.9684 
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Figure 3 Signals with Denoising       Figure 4 Signals Separated by FastICA 

In our experiment setting of clustering, we set the dimension of SOM network as 2*2, and select 
skewness, range, coefficient of kurtosis and numbers of wave peaks as characteristic values. 

TABLE VI.  CLUSTERING RESULTS 

Independent Signals 1 2 3 4 
Group 1 

(sin and cos signals) 
1    

Group 2 
(Doppler signal) 

 1 1  

Group 3 
(Quadchirp Signal) 

   1 

 

    
Figure 6 SOM Neighbor Weight Distances                  Figure 7 Hits 

According to Table 6, SOM network cluster the signals into 3 groups with the characteristic 
values, corresponding to the Doppler signal, sinusoidal signal and quadchirp signal. The result of 
cluster is perfect. In practical applications, we can increase the numbers of signals to improve the 
clustering performance. 

Conclusions 
In this paper, we propose a novel one-stop BSS Analysis Method of Integrated System Signals 

Based on Wavelet, FastICA and SOM. The method can separate the mixed observed signals and 
cluster the independent components to reveal the latent relationship of signals. 

FastICA is an effective separating algorithm. But, due to its noise sensitiveness, there are still 
lots of noise mixed in separated results. Combing with the Denoising ability of wavelet transform, 
we can improve the separating results greatly. Moreover, FastICA cannot determine the sequence of 
independent components. While SOM network has the ability to do the data mining with signals, 
covering the shortage of FastICA. 

The experiment shows that the one-stop BSS analysis method is suitable to deal with signals 
produced by integrated systems. The result lays the foundation for further analyzing signals emitted 
by different parts in system.  
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