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Abstract. K-Means and DBSCAN algorithms belong to Supervised Learning, 

they are one of the popular clustering algorithms used in Machine Learning/Data 

mining that do not need to be labeled. Both algorithms are always compared with 

other algorithms to find superior clusters. Bibliometric was used as a research 

methodology with stages using the Prisma framework, namely identification, 

screening, eligibility, included. The focus of this research is to find scientific ar- 

ticles related to the K-Means and DBSCAN algorithms. Units of analysis col- 

lected through Scopus. All articles were downloaded from 2014 to 2024, result- 

ing in 170 scientific articles. The inspection was conducted in several stages, and 

the overall result was 104 articles. After careful consideration, the total number 

of articles considered eligible was 65. There are at least four major themes that 

discuss the use of K-Means and DBSCAN algorithms, namely the infrastructure, 

transportation, health, and education sectors. Of the four fields, health and trans- 

portation are most suitable for the implementation of the K-Means and DBSCAN 

algorithms. In addition, researchers use K-Means and/or DBSCAN algorithms to 

compare with other algorithms, the goal is to find the best clustering algorithm 
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Machine learning is divided into 3 types: Unsupervised Learning, Supervised 
Learning and Reinforcement Learning [1][2][3]. K-Means and DBSCAN algorithms 
belong to Supervised Learning, they are one of the popular clustering algorithms used 
in Machine Learning/Data mining [4][5][6] that do not need to be labeled [3][7]. Both 
algorithms are always compared with other algorithms to find superior clusters 
[8][9][10][11]. 

K-Means clustering algorithm is popularly used in data mining due to its simplicity 
[12], flexibility, and efficiency [12][13][14] in handling large datasets [15][16]. How-
ever, K-Means has limitations, such as the need for user-defined cluster numbers [29], 
sensitivity to initial cluster centers [17], and susceptibility to outliers [15][16].  
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Although K-Means has a longer history, the two algorithms have been empirically 
compared in terms of performance, time, cost, and effort, with DBSCAN showing su-
periority in identifying clusters [18][19]. In addition, this algorithm works well on data 
sets that contain outliers and noise, thus improving its efficiency [20][21][22]. How-
ever, the high computational complexity of DBSCAN can be a drawback when dealing 
with large/complex data sets [13] [23]. 

So in this study the aim is to answer the following research questions: 

RQ1: What do most researchers discuss about clustering algorithms? 

RQ2: What are the most dominant areas covered by researchers during 2014 - 2024, 
specifically K-Means and DBSCAN algorithms? 

2 Research Method 

Bibliometric is used as a research methodology with stages using the Prisma frame-
work (www.prisma-statement.org), namely identification, screening, eligibility,in-
cluded. To see the development of K-Means and DBSCAN algorithms, especially in 
terms of the use of these algorithms. Bibliometric analysis used with the help of 
VosViewer Application. 

The focus of this research is to find scientific articles related to the utilization of K-
Means and DBSCAN algorithms. The unit of analysis was collected through Scopus, 
which is a journal database that meets the standards and has an international reputation. 
Scopus as a database is owned and managed by a scientific publisher called Elsevier. 
The search was conducted with the scopus website using the keywords: “K Means” OR 
“K-Means” AND “DBSCAN” all articles downloaded from 2014 to 2024. 170 scien-
tific articles were produced. The screening was conducted in several stages, including: 
1) checking for duplication (9 articles), 2) checking the appropriateness of the title, 
subject area and theme 3) criteria for widely recognized journals and publishers. There-
fore, the overall screening result was 104 articles. After careful consideration of the 
abstracts, 57 articles were excluded due to lack of relevance to the theme being studied. 
The total number of articles considered eligible was 65. The final step was to read the 
entire text of the articles with emphasis on the abstract, background, findings, and con-
clusions, where there was a relationship with the K-Means and DBSCAN algorithms 

 

Fig. 1. Prisma Framework 
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3 Result and Disscussion 

What most researchers discuss about clustering algorithms  (RQ1). Researchers dis-
cussing clustering algorithms mainly focus on their diverse applications, challenges, 
and continuous development. Clustering is widely used in various domains, including 
marketing, healthcare [2][24][25][26], traffic [6][27][28] and data analysis [29]. The 
field is characterized by a large selection of algorithms, which causes confusion but 
also provides many algorithms for data analysis [30]. Most researchers discuss the latest 
algorithms and compare with the most popular algorithms such as K-Means and 
DBSCAN [1][5][12][14][31]  . 

A. Most Dominant Discussed Fields in Articles 

The most dominant areas discussed by researchers during 2014 - 2024, specifically 
the K-Means and DBSCAN algorithms (RQ2). From 65 articles analyzed through 
Vosviewer software, there are at least three major themes that discuss the use of K-
Means and DBSCAN algorithms, namely the infrastructure, transportation, health, and 
education sectors. 

Table 1. Infrastructure Sector 

Researchers (Iwasaki et al. 2019)(Du and Siegel 2023)(Song, Yin, and Zhao 2023)(Si-
tanggang et al. 2024)(Mahata et al. 2021)(Y. Wang et al. 2020)(K. Wang et 
al. 2022)(J. Li et al. 2023)(Kossieris, Asgarimehr, and Wickert 2023)(Zuo et 
al. 2023)(Tan and Yiu 2024)   

Finding K-Means and DBSCAN are effective algorithms in various applications. 
In the security field, the combination of the two can reduce the warning of 
systems running improperly and improve the security measurement of the 
system.   

For air quality monitoring, low-cost sensors use K-Means and DBSCAN 
for data analysis, although these sensors are often inaccurate. In chemical 
processes, the combined method of K-Means, DBSCAN, and Bi-LSTM-
MLP effectively detects abnormal conditions. In smog modeling, ST-
DBSCAN and K-Means are used despite the limitations of real-time data. 
The use of K-Means and DBSCAN also helped identify land use from satel-
lite images. In urban flood risk assessment in Fuzhou, these methods proved 
to be more effective than previous methods. In addition, K-Means, agglom-
erative, and DBSCAN were used to detect water levels using GNSS-R data. 
In S&C rail damage detection, K-Means and agglomerative are more suita-
ble than DBSCAN. 
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Table 2. Transportation Sector 

Researchers (Farahnakian et al. 2023)(Sitanggang et al. 2024)(Joldasbayev et al. 
2023; P. Li et al. 2022)(Hu and Jin 2022)(Yang et al. 2020) (Zuo et al. 
2023)(Puthige et al. 2021)(Cebecauer et al. 2023)(Jian, Li, and Yu 2021) 

Finding K-Means and DBSCAN clustering methods are used to improve effi-
ciency and safety in transportation systems. K-Means effectively detects 
dark ships and dangerous ship movements in maritime, while DBSCAN is 
used for advanced analysis. The combination of DBSCAN and K-Means 
(DK-Means) in China optimized demand-responsive transportation between 
urban and rural areas, reducing operational costs and travel time. The algo-
rithm also analyzed online taxi booking data to identify traffic trends, week-
day and weekend difference patterns, and optimal locations of taxi drivers. 
Another study used clustering to detect damage to railway infrastructure and 
analyze the safest routes in New York City based on crime statistics, helping 
users choose routes with lower crime risk. Overall, K-Means and DBSCAN 
are effective in improving the efficiency, safety, and quality of transportation 
services. 

 

Table 3. Health Sector 

Researchers (Hao et al. 2021) (Gupta et al. 2022)(Taseef Hasan Farook · Tashreque 
Mohammed Haq · Lameesa Ramees · James Dudley 2023) (Navato and 
Mueller 2021) (Pourahmad et al. 2021) (Iqbal et al. 2022) (Kossakov et al. 
2024)(Khan et al. 2019)(Xia et al. 2020) 

Finding Several studies have explored and compared various data clustering al-
gorithms such as Kd-means, DBSCAN, GMM, and hierarchical methods for 
various applications, including diagnosis of small intestinal bacterial over-
growth (SIBO), COVID-19 contact tracing, muscle analysis during chewing 
activity, wastewater characterization, clustering of ovarian cancer patients, 
wearable-based stress monitoring, WHO TB data collection, document clus-
tering, and racket sports gesture recognition. DBSCAN is often mentioned 
as an effective and easy-to-implement algorithm, but K-Means has also 
shown good performance in many studies. Better diagnosis and analysis cri-
teria can be achieved by choosing an algorithm that suits the type of data and 
application context. 

 

Table 4. Education Sector 

Researchers (Othman, Faye, and Hussaan 2022) (Gao et al. 2022) (Mohamed Nafuri 
et al. 2022)(Cahapin et al. 2023) (Valles-Coral et al. 2022) (Kalpana, Kiruba-
karan, and Tamije Selvy 2019) 

Finding The study compared various clustering algorithms to analyze student per-
formance. K-Means, although simple and efficient, is less than optimal in 
determining cluster centers. Therefore, a combination of K-Means and 
DBSCAN (DB-Kmeans) is proposed to improve accuracy, especially at edge 
points. Experiments show that the KMoB model with K-Means has the best 
performance compared to and DBSCAN, with important factors such as 
GPA, number of activities, employment status, and drop-out status. This 
model achieved an accuracy of up to 99.92%. The silhouette method found 

Implementation of K-Means and DBSCAN algorithms             195



 

 

two main clusters: social science and management in determining majors, 
while DBSCAN produced a single cluster. DBSCAN proved to be the most 
robust with the best validity results. The CURE algorithm, using a hybrid 
SVD model for document representation, outperformed K-Means and 
DBSCAN in clustering. Overall, combining and improving clustering algo-
rithms improved the accuracy and robustness of data analysis. 

B. Bibliometric Analysis 

After identification, screening, eligibility, and inclusion of the specified require-
ments, the 65 selected articles were subjected to bibliometric analysis using the 
Vosviewer application version 1.6.20 released in 2009-2023. The software was devel-
oped by Nees Jan van Eck and Ludo Waltman at the Center for Science and Technology 
Studies. The mapping is done based on the keywords that often appear, both in the title 
of the article and in the abstract. The visualization can be seen in Figure 2 as follows: 

 

Fig. 2. Network visualization 

The mapping above was formed based on the minimum requirement of keyword 
occurrence in both the title and abstract of the article twice, and obtained 219 keywords 
with 26 keywords that meet the specified threshold, which are spread into 8 clusters, 
which are presented in table 5 below. 

Table 5. Keyword mapping cluster 

Cluster Cluster Term & Occurrences 

Cluster 1 cluster analysis (2); dbscan (25);K-Means (17); outlier (2); silhouette coef-

ficient (2) 

Cluster 2 ais data(2); cluster methods(3); K-Means(17) ;machine learning(9) 

Cluster 3 dbscan clustering(2); demand response transit(2); K-Means clustering (5); 

remote sensing(2) 

Cluster 4 anomaly detection(2); clustering algorithm(2); dimensionality reduction(2); 

sars-cov-2(3) 

Cluster 5 dbscan algorithm(2); K-Means algorithm(2); unsupervised(2) 
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Cluster 6 clustering(18); data mining(2); quality(2) 

Cluster 7 classification(3) 

Cluster 8 agglomerative (2) 

 

While the level of keyword density can be described in the form of density visuali-
zation, where keywords that often appear are yellow, the stronger the color indicates 
that the keyword is widely researched and is a trending topic among researchers. While 
the color is green and from the outside it looks like the keyword still rarely appears in 
research so the opportunity for it to become future research material is still very open. 

 

Fig. 3. Density visualization 

4 CONCLUSION 

The bibliometric analysis approach reveals the utilization of K-Means and/or 
DBSCAN algorithms in at least four areas of concern to researchers, namely education, 
infrastructure, transportation and health. Of the four fields, health and transportation 
are most suitable for the implementation of the K-Means and DBSCAN algorithms. In 
addition, researchers use K-Means and/or DBSCAN algorithms to compare with other 
algorithms, the goal is to find the best clustering algorithm.   
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