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Abstract. This study aims to develop a system to classify the X-ray image based 

on the Convolution Neural Network (CNN) algorithm. The system is integrated 

with a Graphical User Interface (GUI) to make it easy to use. The algorithm of 

the classification process consists of 3 stages. The preprocessing stage to opti-

mize the image quality as the first stage. The second stage is the training process, 

which aims to train the CNN system to learn and model the dataset for each class. 

The last stage is the validation process, which aims to evaluate and validate the 

test data compared to the training data. In the last stage, the training data is used 

to classify the X-ray image. We used the GUI to display the classification result. 

We used a 20384 dataset consisting of 5243 COVID cases,11995 normal cases 

and 3146 Pneumonia cases. We divided the data into 90% data for training and 

10% for test Data. The experimental results are evaluated using a confusion ma-

trix to determine the accuracy, precision, F1 score and recall. The experimental 

results show the successful rate of the performance of our system in image clas-

sification with results as follows average of accuracy is 90 %,  precision 92%, 

recall 90% and F1 score 91%. In addition, the deployed GUI successfully dis-

played the x-ray image with classification result and the accuracy value. The GUI 

is also equipped with the report of the classification result in the form of a PDF 

file. 
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Nowadays, deep learning is an algorithm used in many research topics, such as medical 

image [1], natural language processing [2], education [3], speech recognition [4], cyber 

security [5, 6], computer vision [7], and so on. This is because deep learning is very 

suitable for use when the number of data is huge [8].  

 

In the medical field, diagnosis accuracy is a very important thing because it is related 

to the life of human beings. In order to achieve high accuration of diagnosis, the medical 

doctor combined their capability in diagnosis with the use of radiological/medical 
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image. The diagnosis using medical image can be their second opinion. The are many 

medical images used by radiologis. They come in many modalities, such as X-ray, 

Computed Tomography (CT), Ultrasounds, Positron Emission Tomography (PET), 

Magnetic Resonance Imaging (MRI), histology and as shown in Fig. 1 [9]. X-ray im-

aging is one of the most common tools used by medical doctors to examine lung con-

ditions. Comparing to other modalities, X-Ray is more simple to obtain and diagnose. 

However, the X-Ray images still require the accuracy and expertise of doctors in read-

ing and diagnosing the image [9], especially when a large number of images have to be 

diognosed. The COVID-19 pandemic is a clear example of the world experiencing a 

global health crisis. The large number of patients makes the hospital overloaded not 

only because of the number of patients but also because of the huge number of x-ray 

images to be diagnosed. These huge numbers could be caused the diagnosis and treat-

ment errors [10]. Some of the COVID cases were diagnosed as pneumonia because of 

similar symponts. When the COVID-19 pandemic, we can see that the mortality rate 

caused by pneumonia is quite high which causing 1.23 million deaths in adults over the 

age of 70 years [11].  

 

 

 
Fig.  1. Medical Image Modality 

 

In  order to help the medical doctor diagnose many patients in a short time and improve 

the diagnosis result, artificial intelligence (AI) can be one of the solutions. AI can over-

come many challenges nowadays [12]. AI can help diagnose diseases and analyze med-

ical image data so that doctors' diagnoses become more accurate and become the initial 

stage for more effective preventive measures. The use of properly trained and optimal 

AI models can promise a faster diagnosis process in time [13, 14]. AI is defined as a 

field of study in computer science that aims to solve cognitive problems related to 

human intelligence, such as problem-solving, learning and pattern recognition [15]. 

Recent research has successfully demonstrated the ability of AI to be a second opinion 

to diagnose medical images because of its high performance and accuracy [16, 17].  

 

There are several methods that can be used to detect, classify and recognize imaging 

data, one of them using deep learning. In deep learning, the CNN algorithm is one of 
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the methods used to solve problems related to object detection and image classification 

[18]. In the classification process, CNN has several layers, which are the convolution, 

pooling and fully connected layers [19].  CNN is the result of the development of 

Multi-Layer Perceptron (MLP), which is included in the type of Deep Learning and is 

designed to process two-dimensional data such as images. However, MLP presents 

each pixel as an independent feature and does not store spatial information from image 

data, making it less suitable in terms of image classification [20]. Model design using 

the CNN algorithm was able to be used to classify nodules on lung X-ray images with 

a total of 180 training data and an accuracy of 86.67% [21]. Another study in [22], 

concluded that deep learning algorithms showed strong results in diagnosing COVID-

19 and pneumonia.  

 

This research aims to classify the X-ray image using a Convolution Neural Network 

(CNN). The classification process has three stages. The classification process is started 

by preprocessing stage to optimize the image quality. The second stage is the training 

process which aims to train the CNN system to learn and model the dataset for each 

classification. The last stage is the validation process which aims to evaluate and vali-

date the test data compared to training data. In the last stage, the image will be classi-

fied based on the training data. We evalated the classification result using confusion 

matrix to obtain accuracy, precision, F1 Score and recall. We also used the Graphical 

User Interface (GUI) to display the classification result and accuracy on each classified 

image. 

2 Research Methods 

2.1 Preparing X-Ray Image Lungs Dataset 

The research worked with a dataset made up of X-ray images obtained from the Kagle 

web site (https://www.kaggle.com). The website provides a broad range of data sets for 

research and development purposes in various fields. X-ray datasets consist of images 

obtained from several different repositories available to the public. This combination 

images makes data sets more varied. The dataset to be used in this research consists of 

5243 images of COVID cases, 3146 pneumonia cases and 11995 healthy or normal 

cases as shown in Table 1. The acquired source dataset is updated consistently, so the 

number of datasets available in the repository tends to change in the future. The dataset 

is divided into two categories which are 90% (18344) of training data and 10% (2040) 

test or validation data. In order to avoid the differences in ratio and pixels of the x-ray 

images, the images are rescaled into 150 x 150 pixels. The random distribution of data 

will be picked up within the training data and the test data. Training data is used for 

training processes and testing data is used for the validation process of the models. 
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Table 1. Dataset Summary 

Classes Total Data Training Data Test Data 

Covid 5243 4718 525 

Normal 11995 10795 1200 

Pneumonia 3146 2831 315 

Total data 20384 18344 2040 

2.2 Preprocessing Data 

Preprocessing is performed to optimize the image quality to make the training process 

easier. Therefore, a large amount of image data is required for intensive training and 

improving the model performance [23]. In this research, the data augmentation method 

is used to improve the dataset to be better and varied. In deep learning models, a com-

mon problem occurs is overfitting. To prevent overfitting, deep learning requires a lot 

of training data. However, it is often very difficult to get more training data. To over-

come the problem, image augmentation is one of the solution.  Augmentation data can 

prevent overfitting by modifying the data and transforming the original data differently 

to have a large data characteristic [24]. An overview of the augmentation results com-

pared to the original image is shown in Fig. 2. 

 

 

 
a. Original image b. Augmented image 

Fig.  2. Augmentation Image process 

 

The augmentation process can be described as follows : firstly, the images are rescaled 

and normalized the pixel value by dividing them by 255, which helps to stabilize the 

training data. Next, the images are rotated by 30 degrees to the left or right and shifted 

by 20% of the width and height of the image. The shear or flattening range is a trans-

formation that shifts each point parallel to the X and Y axes by 30 degrees. The zoom-

in and zoom-out ranges allow horizontal rotation and increase or decrease the image 

size by 10%, respectively. The Nearest setting is used to fill empty image pixels when 

they are rotated or shifted out of the image boundary. The augmentation image process 

parameters are summarized in Table 2. The preprocessed images are then used as train-

ing data to generate the model.  
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Table 2. Augmentation Data Setting 

 

2.3 Convolutional Neural Networks (CNN) Architecture Design 

CNN is widely used for classification, detection and recognition [25]. The ability to 

predict image classes with great precision makes CNN models often used for image 

classification. As shown in Fig. 3 in the classification process, CNN has multiple layers 

such as a convolution, pooling, and fully connected layer [26].  

 

 
 

Fig.  3. CNN architecture for image classification 

 

In this research, CNN is grouped into two main processes which are feature extraction 

and classification. The feature extraction process has two layers, the convolution and 

pooling layer. The convolutional layer learns more complex patterns which increases 

computational efficiency. The various features of input images are extracted in the con-

volutional layer. The pooling layer then performs the pooling operation to simplify net-

work calculations, compress feature maps,  and remove redundant information [27]. 

The neurons between two different layers are connected in fully connected layers. This 

layer is s the last layer of CNN. This layer studies every relationship between extracted 

features and then uses them to make prediction results.  
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Details of the CNN architecture and parameters used for X-ray image data classification 

in our research are shown in Table 3. There are three points displayed on the table, 

which are layer type, output shape and number of parameters. Layer type contains layer 

information used during the training process which is arranged sequentially starting 

from the first layer to the last. The first layer is the convolution layer 2D, aimed at 

detectint image features to obtain a feature maps. Max pooling layer aims to decrease  

the spatial dimension of the feature map and overfitting. Flatten layer change feature 

map 2D become a 1D vector to make the input data become one dimension vector. The 

last layer Dropout do regulation to reduce overfitting and avoid certain neuron becom-

ing dominant. The Output shape is the result of dimensional changes that have been 

changed by each layer. The output shape consists of width, height and output channel. 

The width and height come from the previous input dimension. The value of padding 

and stride uses the default value of 1. The output shape is obtained using (1) – (3). 

 

OutputWidth =  (InputWidth – KernelWidth + Padding)  /  Stride   (1) 

OutputHeight =  (InputHeight – KernelHeight + Padding)  /  Stride   (2) 

OutputChannels =  number of Filter        (3) 

 

Table 3. CNN Architecture 

Layer Type Output Shape 
Number of 

Parameters  

conv2d (Conv2D) 148 x 148 x 16 448 

max_pooling2d (Max-

Pooling2D) 

74 x 74 x 16 0 

conv2d_1 (Conv2D) 72 x 72 x 32 4640 

max_pooling2d_1 

(MaxPooling2D) 

36 x 36 x 32 0 

conv2d_2 (Conv2D) 34 x 34 x 64 18496 

max_pooling2d_2 

(MaxPooling2D) 

17 x 17 x 64 0 

flatten (Flatten) 18496 0 

dense (Dense) 200 3699400 

dropout (Dropout) 200 0 

Total Number of Parameters: 3824987 

Total Number of Trainable Parameters: 3824987 

Total Number of Non-trainable Parameters: 0 

 

The parameters are variables that will be learned during the training process. The num-

ber of parameters can be determined by various factors, including kernel size, number 

of filters, bias or other variables that can be learned by the model. The conv2d layer, 

the number of parameters is obtained using (4). The dense layer determined by calcu-

lating number input, output and bias variables as shown in (5). However,  the max 

pooling, flatten and dropout layers do not have a number of parameter because those 

layers only change the shape of their dimensions. Those three pieces informations de-

termine how the training process is carried out and can be arranged according to the 

needs of the desired model. Each layer will store different processes or results according 

to their respective function. 
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Parameter (conv2D layer) =  (Number of kernel size * Number of Class + Bias)  /  

Number of Filter   (4) 

Parameter (dense layer) =  (Number of input * Number of output)  + number of Bias 

 (5) 

 

There is also activation and loss function in CNN models. The activation function is 

applied to the convolution and fully connected layer, while the loss function is applied 

to the output to measure accuracy and precision. The activation function used in the 

pooling layer is Rectified Linear Units (ReLU), allowing the model to remain mathe-

matically stable [28]. All the layers are stacked in CNN in order to make a full CNN 

architecture. CNN may also include a batch normalization layer and dropout layer to 

improve the training time and address the overfitting issue. In its implementation, the 

CNN method is developed through several stages which are making a model of training, 

evaluation, and prediction.  

 

The use of gradient descent is widely used in neural network-based methods, including 

CNN, to minimize errors during the training process and adjust internal parameters. 

One effective technique in deep learning to speed up model optimization is Adam 

(Adaptive Momentum) [29]. Adam is a combination of two optimization techniques, 

RMSprop and Momentum. It considers smooth gradient variants and includes a bias 

correction mechanism. Adam minimizes the computational cost as it requires less exe-

cution memory. Moreover, it is not affected by any change in the diagonal scale change 

of the gradient. Adam is a simple and efficient computational technique that provides 

adaptive learning rates for all parameters involved in gradient training [30]. 

2.4 Training 

The training process is carried out after preparing the dataset and designing the archi-

tecture to be used. Data training is a learning process carried out using image datasets 

that have been preprocessed which produce models that are able to make predictions. 

The training process will determine how the model will be formed. Basically, a data 

training workflow using the CNN method involves data preparation, initialization of 

the CNN model, model training using practice data, evaluation of the model using val-

idation data, tuning the model if needed, final evaluation of the model using test data, 

and use of the model to perform predictions on new images. 

 

It needs to configure parameters before the model is trained, with the aim of improving 

learning optimization, minimizing errors and maximizing accuracy. Our research uses 

Adam as an optimization algorithm in the TensorFlow module. The model will be com-

piled by setting the optimizer, loss function, metrics and number of steps per epoch 

accordingly. Because this study was conducted with multiclass training, the Adam op-

timizer used in this research had a learning rate of 0.001 and the loss function was set 

as categorical cross-entropy. The parameters used can vary depending on training 

needs.  With the use of appropriate optimizers and metrics, the model will be trained 

and evaluated efficiently and accurately. In the training process, the number of epochs 

The Development of X-Ray Image Classification System             343



also needs to be considered, because the number of epochs will affect the performance 

of the model. This study used 25 as parameter epochs based on several considerations 

of the dataset used. 

2.5 Evaluation Model 

In order to evaluate the result, our research used confusion matrix, which measures the 

performance of a model by comparing the predicted class with the true and false class. 

The confusion matrix will be used to calculate the accuracy, precision, recall and f1 

score metrics [22], as shown in Fig 5. 

 
 

Fig.  4. Confusion Matrix 

 

Based on Fig. 4, the formula of accuracy, precision, recall and F1 score is determined 

by (6) – (9). 

 
 

These metrics are important for evaluating the effectiveness of a classification model 

and can guide further improvements or adjustments to enhance its performance. By 

calculating accuracy, precision, F1 score and recall values for each class, we can gain 

a comprehensive understanding of how well the model is performing across different 

classifications. This information can be crucial to evaluating the overall performance 

of a classification model and adjustments or fine-tuning model in making decisions. 
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3 Result and Discussion 

The experiment was performed to evaluate the effectiveness of our method to classify 

the X-ray image. We used three classes data, which are COVID, pneumonia and normal 

cases. The total number of images was 20384 consisting of 18344 training data and 

2040 test data. The training process works with an image dataset of size 150 x 150 

pixels. To improve the classification result, we used a data augmentation technique by 

applying random transformations such as rotation, rescale and zoom to the input im-

ages. The process generated varied data. A rectified Adam optimizer is used to perform 

model training with 25 epochs and a learning rate value set at 0.0001, as shown in Fig. 

5. We ran our program on Google Collaboratory which is designed to implement ma-

chine learning solutions using the Python programming language. It can be used with-

out any hardware requirements and installation and provides free GPU access. The val-

idation is done after the training process to find out how good the model is in making 

predictions. This can be done by displaying graphs for train accuracy, train loss, train 

accuracy and validation accuracy. As shown in Fig. 6, there are four important points 

that will illustrate changes in model performance during the training process which are 

train loss, validation loss, train accuracy and validation accuracy. Train loss measures 

the value of the loss function during the training process of the model against the train-

ing data. Validation loss measures the loss value during the training process on valida-

tion data. Train accuracy measures the model's performance in making correct predic-

tions on the training data. Validation accuracy measures the model's performance in 

making correct predictions on data that is not in the training. The training and validation 

accuracy values have a very small range around 0.2 indicating that the model has 

learned the pattern well. The train and validation accuracy values also show the im-

provement during training. However, there is instability in both graphs. Some of the 

factors causing the fluctuations in the graphs are that the model is too specialized and 

complex but still within normal limits. 

 

 
 

Fig.  5. The output of the model training program with 25 epochs 
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Fig.  6. Training loss, validation loss, train accuracy and validation accuracy of 

model CNN 
 

The confusion matrix displays the number of correct and incorrect predictions made by 

the model against the validation data. Confusion matrix evaluates the performance of 

the model by comparing the prediction results with the actual value based on the ob-

served or validation data. Predictions will be made for each class namely COVID, nor-

mal and pneumonia. Fig. 7 shows the classification results in the form of a confusion 

matrix for each prediction of each class with batch size 10 and epoch 25 parameters.  

 

According to Fig.7, we can find that within 2040 validation data, there are 1872 true 

predictions (91,76 %) and 168 prediction errors (8.24 %). Analysis of the confusion 

matrix results also shows the prediction errors for each class. The prediction error in 

the COVID class was 16.95 %, the pneumonia class was 9.52% and normal class was 

4.08 %. The prediction error in the normal class is the smallest compared to other clas-

ses. This is because the dataset in the normal class has a larger number. The diversity 

of images and the large number of datasets will affect the training results on model 

performance. That is why CNN architecture will produce a good model on a large da-

taset. The larger the dataset, the better the performance of the model in classifying. 

However, if we observe the number of COVID data is more than the pneumonia class 

When viewed from the amount of data available, the COVID class has more data than 

pneumonia. The COVID class has 525 and the pneumonia class has 315 validation data. 

The prediction errors of COVID class is more than the pnemonia class. It may be caused 

by the similar features of those classes. It can be a challenge for the future research to 

identify COVID symptoms from X-ray images.   

 

The evaluation is also carried out by measuring the model’s performance by displaying 

performance metrics including accuracy, recall, and F1 score, as listed in Table 4. Ac-

cording to Table 4, the average accuration is 90%, the precision is 92%, the recall is 

90%, and the F1 score is 91%. These evaluation results show that the model has been 

trained using our CNN architecture and has a good ability to perform classification 
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tasks with high accuracy and precision values. The recall value also shows that the 

model has the ability to recall most of the relevant data to minimize the existence of 

undetected data. Then, the F1 score value shows that the model has a good balance 

between precision and recall.   

 

 
 

Fig.  7. Experimental result on the confusion matrix 

 

Table 4. Performance Evaluation 

 

Class 
Accuracy 

(%) 

Precision 

 (%) 

Recall 

(%) 

F1-Score 

(%) 

Covid 83 91 83 87 

Normal 96 91 96 94 

Pneumonia 90 95 90 93 

Average 90 92 90 91 

 

We developed our system with integration into a GUI in order to ease for users to use 

the system, as shown in Fig. 8. The GUI consists of Upload Image, Classification and 

Save Report buttons. The initial view of GUI is shown in Fig. 8.a. Once the Upload 

button is clicked, the image will be displayed on the picture box and the Classification 

button become active (Fig. 8.b.). When the Classification button is clicked, the classi-

fication class and the accuration result are displayed(Fig. 8.c.). As shown in the figure, 

the classification result is COVID class and the accuration rate is 0.979 (97.9 %).  Then 

the classification result is saved in the pdf file (Fig. 8.d). Some of classification result 

of each class is shown in Fig. 9, while the file report sample is shown in Fig. 10. 
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a. The initial view of GUI b. After upload image 

 

 

c. After classification d. After  report is succesfully saved 

Fig.  8. System GUI 

 

 
   

   

a. Normal b. Pneumonia c. Covid 

Fig.  9. Sample of the classification result 
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Fig.  10. Sample of report file of normal class 

 

 

A comparison of our method to classify the lung disease using CNN s to the previous 

studies is shown in table 5. It shows that our method has high accuracy compare to 

previous method. This is possibly because of the huge  number of data used in our 

experiment. We used  20384 X-Ray images for 3 clasess of classification. 

 

Table 5. Comparison result 

 

Application Method Dataset 
Number  

images/classes 
Accuracy 

Lung Texture 

Classification and 

Airway Detection 

 

Convolutional Re-

stricted Boltzmann 

Machine [32] 

 

ILD (interstitial 

lung diseases ) CT 

scans 

 

73 CT scans 

5 classes 

 

89% 

 

Lung Pattern 

Classification 

 

Convolutional 

Neural Network 

[33] 

 

ILD (interstitial 

lung disease) 

CT scans 

109 high-resolu-

tion CT scans 

7 classes 

85.5% 

 

Detection and 

Classification 

of Nuceli 

 

Two architectures 

of  Convolutional 

Neural Network 

[34] 

histology images of 

colorectal 

adenocarcinomas 

 

100 histology 

images 

4 classes 

80.2% 

 

Our Method: 

Lung Diseases 

Classification 

Convolutional 

Neural Network 

 

X-ray dataset 20384 X-Ray 

Images  

3 classes 

92% 
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4 Conclusion and Future Work 

This study implemented one of the AI technologies using CNN to classify the X-ray 

image as a second opinion for a medical doctor’s diagnosis. The study has implemented 

three stages of the classification process, which are preprocessing, training and valida-

tion process. The system is integrated into GUI to display the classification result. We 

used 20384 dataset consisting of 5243 COVID cases, 11995 normal cases and 3146 

pneumonia cases. We divide the data into 90% data for training and 10% for validation 

Data. The experimental results are evaluated using a confusion matrix and showed the 

performance evaluation of image classification as follows:  average accuracy is 92 %,  

precision 92%, recall 90% and F1-score 91 %. In addition, the deployed GUI success-

fully displayed the X-ray image with classification result and the accuracy value. The 

GUI is also equipped with the report of the classification result in the pdf file. However, 

the system still has limitations that need further improvement. With the collaboration 

of medical doctors, the system can be developed to real medical images and to other 

modalities like CT or MRI. These are remaining for future work. 
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