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Abstract. The lungs are vital organs for the respiration of the human body. If it’s 

not correctly observed, it can lead to disease in this organ. It’s like pneumonia, 

where one child dies every 39 seconds. Indoseia ranks third after India and China 

in the case of tuberculosis disease. During the COVID-19 pandemic, 6.812.127 

confirmed cases were reported in Indonesia. The abnormalities in the lung can be 

seen through the X-ray imaging. X-ray is a medical procedure that uses waves of 

X-ray radiation with a grayscale color type. When a doctor analyses a large num-

ber of X-ray images, it’s exhausting and requires a high level of focus. Convolu-

tional Neural Networks (CNN) are widely used today to classify images or vid-

eos. Many researchers have used CNN architecture methods to read and identify 

diseases from X-ray images, as well as using CNN’s derivative architecture, 

DenseNet121, to re-train the CNN output model, which aims to improve the ef-

fectiveness of models in classifying X-ray images. This research aims to create a 

Graphical User Interface (GUI) that implements the CNN classification results. 

It can read X-rays not only one but more than two at a time, and the identification 

process is fast and easy to operate. Also, the accuracy of the results of the reading 

of X-ray images, as the final result of this research process, obtained a result of 

92% accuracy. The model is integrated with the Graphical User Interface (GUI), 

which can perform classification against four conditions on X-ray images. 

Keywords: Lungs, X-Ray Imaging, Convolutional Neural Networks, Dense-

Net121. 

1 Introduction 

The lungs are the vital organs for the respiration of the human body. It plays a role as 

an organ that exchanges carbon dioxide gas for oxygen inside the body. Although the 

lungs are one of the most vital organs of the body, there are still many people who 

aren’t aware of the health of their lungs. If the respiration function of humans is dis-

rupted, then it can be assured that it will affect them directly, and if it is not treated 

carefully, it can lead to disease or damage to the lungs that causes death. Microorgan-

isms, such as bacteria, viruses, and fungi, generally cause lung diseases.  
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UNICEF, a global organisation aiding children in need, warns that every 39 seconds, a 

child dies of pneumonia. Most of the deaths happened to children under two years, and 

pneumonia is one of the biggest causes of Indonesian children’s deaths, as 19.000 chil-

dren died in 2018 due to pneumonia [1]. On the other hand, tuberculosis is a disease 

caused by the bacterial pathogen Mycobacterium tuberculosis (TBC). This disease can 

cause death if the medicine is not consumed correctly in the 6-month range. Tubercu-

losis is still a global health issue, and in 2017 WHO report, there were 1.3 million deaths 

caused by tuberculosis and Indonesia was ranked third after India and China in tuber-

culosis cases [2]. At the end of 2019, acute respiratory distress disease, also known as 

coronavirus disease 2019 (COVID-19), was first reported to appear in Wuhan, the cap-

ital city of Hubei province, China. This disease become a global concern because of its 

high spreading rate and causes cases and death. The government implemented a full 

quarantine of the city of Wuhan (lockdown) [3][4]. In 2022, the information from the 

Ministry of Health of the Republic of Indonesia regarding the development of cases of 

people infected with the COVID-19 virus as of July 5 2023, is 6,812,127 confirmed 

cases, 6,642,003 cases recovered (97.5%), 161,879 cases died (2 .4%), and 8,245 active 

cases (0.1%) [4][5]. 

 

Those diseases can only be detected by doing some specific test or using X-ray imaging 

of the lungs. The X-ray imaging process shoots the X-ray beam to the body. The output 

is a sheet of grayscale image [5][6]. To identify the abnormality of the lungs, the spe-

cialist doctor and radiologist have to analyze the x-ray images properly so that they 

won’t make wrong diagnoses to the patients. It needs a lot of patience and attention to 

analyze the images. 

 

One of the ways to identify and detect objects in an image is by using neural networks. 

Convolutional neural networks (CNN) are neural network architectures based on the 

improvement of multi-layer perceptron (MLP) and backpropagation. CNN is widely 

used for object identification and detection [6][7]. CNN works by doing classification 

that uses image processing and can be used for labelled data using the supervised learn-

ing method. Supervised learning works if there is a dataset that can be trained and has 

a targeted variable as output  [7][8].  

 

Although CNN has become a very popular machine-learning method for image recog-

nition, new research by Huang et al. provides information about performance degrada-

tion, gradient vanishing, or other problems. [8] developed a new neural network archi-

tecture known as Densely Connected Convolutional Network (DenseNet) and won the 

ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 2017. This architec-

ture skips connections and connects all layers directly each other which is referred to 

as dense connectivity. DenseNet uses the concatenation of input data instead of the 

summation of them [9].  
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2 Methods 

2.1 X-ray Images Dataset 

X-ray imaging or Rontgen, is a process of taking images from human organs using X-

ray beam through the body. The result of x-ray imaging is printed on a grayscale sheet 

of the file. This research will consist of dataset x-ray images for artificial intelligence 

model training. The dataset is obtained from open resource sites such as Kaggle, which 

is a sharing idea and data science platform. Then, the dataset that has been obtained is 

a collection of X-ray images with the normal conditions and X-ray images with 

COVID-19, pneumonia, and tuberculosis cases.  

Table 1. Dataset detail 

Condition Class Amount Train Data Test Data 

Normal 11.995 10.795 1.200 

COVID-19 5.243 4.718 525 

Pneumonia 3.146 2.831 315 

Tuberculosis 1.221 1.099 122 

Total 21.606 19.444 2.162 

The dataset is separated into 2 files: those are train data that will be used as a training 

process up to 90% of the total dataset, and test data to validate the results of the model 

predictions is up to 10% of the total dataset. 

2.2 Preprocessing Data 

Preprocessing data is a process to convert raw data into a form that is easier to under-

stand, as shown in Fig. 1. This process will change and fix the dataset so that all images 

are the same size and shape, improving the X-ray image quality for the training data 

process. This process also adds a variety of image characteristics so the model can be 

more precise when making predictions. 

 

 
 

Fig.  1. Preprocessing process 

In the preprocessing stages, The first step was to normalize the image pixel size to 0 

and 1 by dividing each pixel value by 255, which aims to make the data easier to 
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manage by the model. Next, the image is rotated randomly, which has been determined 

by 30 degrees, which means the image can be rotated a maximum of 30 degrees clock-

wise or counterclockwise and shift 0.2 or 20% of the width and height of the image. 

The shear_range will transform the shear, which makes the shape of the image tilted, 

this creates a stretch in the image with a tilt angle of 30 degrees. Then zoom_range will 

allow the image to be enlarged or reduced by 10% and rotated horizontally. And 

fill_mode (nearest) is used to fill the nearest empty pixels that appear in the image after 

the rotation or transformation process. The results of this process increase the diversity 

of data used for model training, so that the model can generalize to data it has never 

seen before. The result of preprocessing data is shown in Fig. 2. 
 

 
Fig.  2. Preprocessing data results 

2.3 Convolutional Neural Networks (CNN) 

Convolutional Neural Networks are a type of architecture of deep learning model to 

process 2 dimension data. Because of its capabilities, CNN is widely used in processing 

image data, one of the uses of which is to carry out image classification and object 

detection [10][11]. Convolutional Neural Networks consist of an input layer, a hidden 

and an output layer. These layers are divided into the convolutional layer, a pooling 

layer, and a fully connected layer [12].  
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Fig.  3. Convolutional Neural Networks Architecture 

The convolutional layers function extracts the image features from input with filters, 

which are basically a form of estimation. The results of feature extraction will be image 

patterns that will be identified, and weights will be produced to describe the image 

patterns that have been identified. This is then followed by a pooling layer, which will 

reduce the spatial size and can reduce the computing resources needed to process data 

by reducing the dimensions of the feature map (downsampling), which can speed up 

computation because fewer parameters are updated [12][14]. The pooling layer is done 

by max-pooling, namely by taking the maximum value from the previous region and 

reducing the number of parameters and also the complex procedure of the model to 

prevent overfitting. Fully connected will connect all the previous layers and utilize the 

activation function to make predictions[11]. 

2.4 DenseNet121 

This paper utilize DensNet (Densely Connected Convolutional Network). It is a deriv-

ative architecture model from CNN that retrains the outputs of CNN model. Dense-

Net121 consists of 121 layers to classify x-ray images. This deep learning architecture 

utilizes less computing power and memory to process [13]. DenseNet121 used the out-

put from a layer model to be used as input for the next neuron layers [14] [15]. Dense-

Net121 which connects each layer of neurons, as in the first layer is connected to the 

second, third and so on. This aims to empower the largest data movement between 

neuron layers [15][16]. 

 
Fig.  4. DenseNet121 Architecture 

Fig. 4 Shows that DenseNet architecture is construct by multiple layers that are con-

nected to dense blocks. Each layers utilizes the data input from layers of previous model 
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to generate feature map and send the data to all of following layers [13]. As the X0 is 

an image that is passing through the convolutional network. The lth-layer receives all 

of the previous feature maps (x0, … , xl-1) as input: 

 xl=Hl([x0, x1, …, xl-1]) (1) 

The equation xl=Hl([x0, x1, …, xl-1]) represents the consisted feature maps generated 

of layer (0, …, l-1). 𝑥𝑙  is the output of the lth-layer, and 𝐻𝑙  is the lth-layer itself. Which 

is a composite function that comprises three consecutive operations: batch normaliza-

tion (BN), rectified linear unit (ReLU), and 3 x 3 convolution (Conv) [8]. 

2.5 Model Training 

In this phase, the neural network architecture is creating and training an artificial intel-

ligence model utilizing the images from the dataset that has been pre-processing stage, 

which can make the model capable of making predictions in x-ray images.  

 
 

Fig.  5. Training process flowchart 

The proposed system was implemented in python languange. CNN and DenseNet121 

architecture were developed in TensorFlow Keras Application. Before the model is 

trained, the model needs to be configured such as activation function, optimizer, loss 

function, and the amount of epochs. And in the process on DenseNet121 training 
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softmax activation function was used for multi-class classification. For the optimizer to 

optimize the weight and biases, adam optimizer was used in this research with a learn-

ing rate of 0.001. Categorical crossentropy was used for the loss function. In the process 

of model training, the number step of epochs for CNN training is 25 epochs and Dense-

Net121 is 15 epochs. 

2.6 Model Validation 

When the model training is finished, it’s important to validation test on the model. The 

model’s accuracy and precision needs to be measured, to ensure the model performance 

and the method to do that is confusion matrix. Confusion matrix is a two-dimensional 

matrix in which the columns represent the classifier's predicted labels and the true labels 

are displayed. It’s used to measure the model’s performance and shows the number of 

true or false predictions of the predicted data. The number of prediction made by model 

will be the variable to calculate aggragate metrics such as accuracy, precision, recall, 

and F1-Score.  And  to calculate accuracy, precision, recall, and F1-score first it needs 

the parameter from all of that which is False Negative (FN), False Positive (FP), True 

Positive (TP), and True Negative (TN) [16].  

2.7 Graphical User Interface (GUI) 

Graphical user interface (GUI) is an interface to interact to function of application in 

computer. And usually consist of button, label, toggle, to operate or execute programs. 

GUI isn’t just processing words or numbers, but also images and videos. With GUI 

users can be more comfortable when using or operating applications. This purposed 

research is read and classify x-ray images whether the lungs is normal or not. And to 

make it simple to show the result from model predictions, a GUI will be used for this 

research. Instead of typing some codes to classify the X-ray images, it just needs to 

insert the photo and click the button to show the model prediction. This method will 

help and make it simpler when users want to classify X-ray images.  

3 Result 

In this section contains the result of model summary, model training and model evalu-

ation of Convolutional Neural Networks and DenseNet121 architecture. All the x-ray 

images were resized to 160 x 160 x 3 for suitable input into the model. And the result 

will be shown on the GUI. The model is trained first using CNN architecture and the 

model then being retrain with DenseNet121 

3.1 Model Summary 

Table 2 and Table 3 show the model summary, which consists of the training process 

stages. Table 3. is the model summary of CNN. It’s consist of layers such as convolu-

tional layer (Conv2D), pooling layer (MaxPooling2D), and fully connected layer 
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(Dense). Dropout layer act to prevent overfitting for the training process. The output 

shape is the result the image input from the layers. The param is a parameter unit consist 

of weight and bias that will be learned and optimized during the model training process. 

Table 4 shows the summary of DenseNet121 model. It’s consist of layers as the CNN 

architecture. denseNet121 adds padding (rows and columns) around the image input to 

keep the image size after convolution. And the next stage is composite function such as 

convolutin (Conv2D), batch normalization (BatchNormalization), and rectified linear 

unit (Activation). In this model the non-trainable params is a parameter in model that 

can’t be changed or optimized during the model training process. 

Table 2. CNN architecture model summary 

Layer (type) Output Shape Param # 

conv2d_6 (Conv2D) (None, 158, 158, 16) 448 

max_pooling2d_6 (MaxPooling2D) (None, 79, 79, 16) 0 

conv2d_7 (Conv2D) (None, 77, 77, 32) 4640 

max_pooling2d_7 (MaxPooling2D) (None, 38, 38, 32) 0 

conv2d_8 (Conv2D) (None, 36, 36, 64) 18496 

max_pooling2d_8 (MaxPooling2D) (None, 18, 18, 64) 0 

fatten_2 (Flatten) (None, 20736) 0 

dense_9 (Dense) (None, 200) 4147400 

Dropout_4 (Dropout) (None, 200) 0 

Total params: 4273488 (16.30 MB)   

Trainable params: 4273488 (16.30 MB)   

Non-trainable params: 0 (0.00 Byte)   

  

Table 3. DenseNet121 architecture model summary 

Layer (type) Output Shape Param # 

Input_7 (InputLayer) (None, 160, 160, 3) 0 

zero_padding2d_12 (ZeroPadding2D) (None, 166, 166, 3) 0 

conv1/conv (Conv2D) (None, 80, 80, 64) 9408 

conv1/bn (BatchNormalization) (None, 80, 80, 64) 256 

conv1/relu (Activation) (None, 80, 80, 64) 0 

zero_padding2d_13 (ZeroPadding2D) (None, 82, 82, 64) 0 

pool1 (MaxPooling2D)  (None, 40, 40, 64) 0 

conv2_block1_0_bn (BatchNormalization)  (None, 40, 40, 64) 256 

conv2_block1_0_relu (Activation) (None, 40, 40, 64) 0 

Total params: 7037504 (26.85 MB)   

Trainable params: 6953856 (26.53 MB)   

Non-trainable params: 83648 (326.75 KB)   
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3.2 Training result 

In this section the model training result is shown in fig. 6 and fig. 7. 

  

 
Fig.  6. CNN training result 

This is the result of CNN model training is done with 25 epochs. The model perfor-

mance increased which indicates that the model continues to learn and improve its per-

formance until 99%, and after that the training process is done. The accuracy the model 

gets is around 87%. 

 

The model result from CNN training process then will get retrain in DenseNet121 ar-

chitecture to increase the accuracy from the previous training. 

 
Fig.  7. DenseNet121 training result 

The DenseNet121 training process is done with 15 epochs. And in this training the 

model performance is increase significantly which also indicates that the model is lear-

ing more until the training process is done. Subsequently it’s necessary to analyze the 

progress of trained model. This can be done using train accuracy, train loss, validation 

accuracy, and validation loss method. And the process is using library function in py-

thon as graphical 2D images shown in fig. 8 and fig. 9.  

 

Train Loss measures the values lost during the training process and measures how well 

the model makes correct predictions, so this training process exists to reduce loss so 
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that the model can predict well. Validation Loss is a measure of the average error of the 

model when tested with validation data and provides an indication of how well the 

model can make predictions from training data to new data that it has never seen before. 

Train Accuracy is the level of correct predictions made by the model on the training 

data and provides an indication of how well the model can learn the patterns in the 

training data. Validation Accuracy is the level of correct predictions made by the model 

against validation data. 

  

 
Fig.  8. Train & validation loss, train & validation accuracy of CNN model 

Fig. 8 shows the changes in the loss values in the train and validation graphs from the 

results of the model training process using the CNN architecture. It can be seen that 

train loss decreases significantly as repetition cycles (epochs) increase, which shows 

that the model is learning and improving its performance on the training data. The val-

idation loss graph looks very fluctuating, which indicates overfitting (the model learns 

the data in very detail so it cannot generalize well to new data). In the train accuracy 

graph, it can be seen that it increases significantly and is stable as the epochs increase. 

Which shows that the model has good performance in the training process. Validation 

accuracy appears to fluctuate and does not show consistent improvement. This also 

indicates the possibility of overfitting. 

 

 
Fig.  9. Train & validation loss, train & validation accuracy 

Fig. 9 shows the loss and accuracy graph from train & validation for the DenseNet121 

model. In train Loss, it can be seen that it decreases gradually and consistently com-

pared to conventional CNN architecture with each additional epochs. In validation loss 

the moving graph is very volatile but still shows an overall decrease, which indicates 
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that the model can generalize the data better than the CNN architecture. Then for the 

train accuracy graph it increases and is stable as in the conventional CNN model. Val-

idation accuracy shows fluctuating movements, but there is still an increase. 

3.3 Model evaluation 

In this model evaluation consist of confusion matrix, and the F1-Score report of the 

model. With the total data of 2.162 validation data to measure. 

 
Fig.  10. CNN model confusion matrix 

The confusion matrix of the CNN model in Fig. 10 can be seen from the main diagonal 

that the model has good performance in classifying images with normal, pneumonia, 

and tuberculosis classes because the number of True Positives (TP) for these classes is 

relatively high. And from 2162 validation data, there were 252 incorrect data predic-

tions by the model. 

  

 
Fig.  11.  DenseNet121 model confusion matrix 
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And in the confusion matrix of the DenseNet121 model in Figure 11, it can be seen 

from the main diagonal that the model has better performance. This was marked by an 

increase in the number of predictions for the normal and pneumonia classes, and there 

was no significant change in the tuberculosis class. However, in the COVID-19 class, 

there is a decrease in the number of predictions, because the model has difficulty iden-

tifying images with the COVID-19 class because the number of false negatives (FN) 

for this class is quite high. From 2162 validation data, there were 174 incorrect predic-

tions by the model. This shows that there is an increase in prediction results by the 

DenseNet121 model even though there are still several prediction errors in each class 

provided by the model. 

 

The parameter from confusion matrix is obtained. To further analyze the results of the 

two models, by doing the classification report, which can be seen in Table 4 and 5. 

Table 4 is a classification report from the conventional CNN model. It can be seen that 

the accuracy of each class is COVID-19 88%, normal 95%, pneumonia 67%, and tu-

berculosis 80%. for the pneumonia class, the accuracy for pneumonia is not quite good, 

so the accuracy of the model 88% is obtained. Table 5 is the classification report from 

the DenseNet121 model. It can be seen that the accuracy of each class is COVID 85%, 

normal 97%, pneumonia 97%, and tuberculosis 89%. So a total accuracy of 92% is 

obtained for this architecture. There is a significant increase in model accuracy after 

training using the DenseNet121 architecture. 

Table 4. CNN model classification report 

 Accuracy  Precision Recall F1-score support 

COVID 0.88 0.87 0.88 0.87 525 

NORMAL 0.95 0.87 0.95 0.91 1200 

PNEUMONIA 0.67 0.93 0.67 0.78 315 

TUBERCULOSIS 0.80 0.97 0.80 0.88 122 

accuracy 0.88    2162 

Macro avg  0.91 0.83 0.86 2162 

Weighted avg  0.89 0.88 0.88 2162 

 

Table 5. DenseNet121 model classification report 

 Accuracy  Precision Recall F1-score support 

COVID 0.85 0.94 0.85 0.89 525 

NORMAL 0.97 0.93 0.97 0.96 1200 

PNEUMONIA 0.97 0.95 0.97 0.96 315 

TUBERCULOSIS 0.89 0.96 0.89 0.92 122 

accuracy 0.92    2162 

Macro avg  0.94 0.92 0.93 2162 

Weighted avg  0.94 0.94 0.93 2162 

 

  

244             B. Sugandi and G. Samudra



3.4 Graphical User Inter Face (GUI) result 

Graphical user interface (GUI) is integrated with the model from DenseNet121. This 

GUI provide widgets that can be operated to make a x-ray image classification. The 

GUI is consturcted with python and support library to program the interface. Here is 

some documentation on x-ray image classification test results using the integrated GUI 

to the model. 

 

Fig 13 shows the GUI after the images is chosen, then the image will be displayed 

through the GUI display so the classify and save report button will show up. And when 

the results come out it can be saved into PDF report. Fig 14 is the PDF of classification 

report that comprise of the predictions, accuracy results and the location the data is 

stored.    

 

 
 

Fig.  12. . Image classification  

 
Fig.  13.  Classification result report 
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4  Conclusion 

   The use of neural networks architecture and deep learning to process and make a 

classification of x-ray. The model can make predictions with accuracy of 88% in CNN 

model and then increase to 92% using DenseNet121 model. This indicates that the use 

of artificial intelligence can help radiologist and specalist doctor to identifies lungs con-

dition faster and reduce the times more. It can identifies 4 class which is normal, pneu-

monia, COVID-19, and tuberculosis in the thorax x-ray images. With the GUI that in-

tegrated to the program that makes the classification simple and much easier than using 

command line interface. And the result can be saved in pdf. With the information in-

cluded which is the predictions, accuracy, and report location save file. 
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