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Abstract. Computer vision technology is currently gaining traction in all 

industries, including manufacturing, agriculture, healthcare, and services. 

Computer vision technology now incorporates robotics technology, making it 

very dynamic and flexible. Computer vision, like a service robot, is used in a 

variety of applications, including safety, analysis, and service. One of the skills 

of service robots is the ability to recognize its users through the use of computer 

vision. So that by recognizing the user, the robot can be commanded according 

to the user's wishes. Computer vision on service robots is trained using a special 

dataset that includes the object of a user's face. The computer will be trained by 

recognizing its users through digital images and annotating their faces, followed 

by training using the yolov5 architecture and applying the resulting data to the 

robot. 
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Technology is currently undergoing rapid development, which has a significant impact 

on daily life. Computer vision is a massive technological advancement that enables 

computers to analyze and interpret visual data like images and videos with improved 

efficiency. It has greatly influenced many aspects of human life[1]. Object detection[2] 

involves identifying objects of interest in pictures and videos, while face recognition 

defines individuals based on facial features. These tasks have real-world applications 

the same as surveillance, security, and biometrics[3] Object detection includes da-

tasets[4], algorithms, and techniques. There are two types of learning: supervised and 

unsupervised[5]. In supervised learning, the model labels data before detecting it during 

testing. In unsupervised models, no labeled data is provided and the model learns by 

calculating loss[6]Advanced structures and unequal background information distribu-

tion can pose new challenges in complex landscapes and urban environments[7]. On 

this project, the researcher is using the supervised learning method. As we know, in 

terms of creating to create a customized model, we should first create a dataset from 

scratch with labeled images, and the dataset represents as the input to the model. Re-

searcher developed a service robot, which is a computer vision-based robot that can 
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recognize objects based on the name of the robot user, allowing a robot to be pro-

grammed to be commanded by its own users in future research. 

2 Method 

2.1 Service Robot 

Robots created with the intention of enhancing human life are known as service robots. 

These robots can be found in a variety of environments, including manufacturing, res-

taurants, and airports. A prototype robot was created by researchers it has computer 

vision, manipulators, and autonomous movement features. 

Table 1. Main components service robot 

Components Name Quantity 

Wheel Mecanum Wheel 4 

Actuator Motor Encoder 4 

Lidar RPLIDAR A3 1 

Camera Webcam 1 

Microcontroller ESP32 2 

Mini PC Jetson Nano 2GB 1 

Battery Li-Po Battery 1 

 

The hardware components listed in Table 1 are all necessary to support the robot's per-

formance. Despite being built with low-quality hardware, this robot has a high perfor-

mance level that is supported by lightweight software. This study applies a computer 

vision system to a service robot. The computer vision system's function on the robot is 

useful in detecting and recognizing the following objects. In general, the purpose of 

face recognition is when the object detected by the robot is the user's face. The user's 

face serves as a sample object for the machine to recognize from. Face recognition can 

be used for a variety of purposes, including security systems in which the robot can 

only operate if it recognizes the user. 

2.2 Dataset 

Table 2. Grouping classes 

Class Images Total Images 

arya 2.022  

dikki 2.032 
8.099 

muammar 2.026 

wiki 2.019  
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Table 2 displays the quantity of images required for each object, as the robot must iden-

tify a very specific type of object. The type of digital image[8] loaded is a close-up of 

a service robot project member's face. It was chosen so that it could be uniquely iden-

tified as a human face since all human faces have eyes, mouths, mustaches, and beards. 

In light of this, the computer must be able to identify a face with very little variation. 

 

Fig. 1. Sample of Classes 

Figure 1 shows a sample of each object used in the custom dataset, each image shows a minor 

difference, the objects of dikki and arya each have a beard and mustache, whereas wiki and 

muammar have a non-dominant mustache. This has very little difference, finding it challenging 

for researchers to create a dataset using the following objects. 

2.3 Train Settings 

Table 3. Train settings 

Parameter Args 

img 416 

batch 16 

epochs 100 

weights Yolov5s.pt 

 

Table 3 show lists the train parameter configuration. Training settings represented hy-

perparameters and configurations used during the training process. Image is the size of 

the input image, batch is the batch size, epochs is the number of training iterations and 

weights is pretrained checkpoint. The purpose of training is to create a model for object 

detection implementation. A hyperparameter configuration needs to be set before train-

ing a customize model to influence the model’s speed and accuracy. 
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2.4 YOLOv5 Architecture 

 

Fig. 2. YOLOv5 Architecture 

The standard construction of model configuration in YOLOv5 has various implications.   

The model configuration has now been divided into three main parts: backbone, neck, 

and head [9]. YOLO has several versions, the most recent being YOLOv8, which has 

an accuracy level comparable to YOLOv5.  However, YOLOv5's performance in real-

time system detection is more stable and faster than previous versions of YOLO[10]. 

Based on figure 2, The YOLOv5[11], architecture is composed of three main main 

components: the backbone, the neck, and the head. The backbone is the network's main 

body and was designed using the new CSP-Darknet structure. The neck connects the 

backbone and the head using SPP and the new PANet structure[12], and the head gen-

erates the final output as YOLO layer.  

Researchers use YOLOv5 because they have experimented with using the YOLOv5 

and YOLOv8 architectures in this project. However, the YOLOv8 architecture has lim-

itations in the model conversion process that do not support when parsing resize nodes, 

and YOLOv8 does not support the INT64 weight model, requiring the weight model's 

inference precision to be reduced to INT32. As a result, during the conversion process, 

the expected input type differs from the actual input type. 

2.5 Annotating Raw Images 

A platform called Roboflow is a open source web based tool intended to make deep 

learning computer vision tasks easier.  With its extensive feature set, it helps developers 

create computer vision applications. These consist of the following: annotating data 

sets[13], pre-processing data sets[14], combining projects or data sets, confirming the 

conditions of datasets, exporting datasets, and model training[15]. Roboflow's features 

make it easier for developers working on computer vision projects to streamline their 

workflow[16]. 
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2.6 Training Dataset 

The Google Colab platform, a cloud-based platform for writing and executing Python 

code through a web browser, is used to train customized models. Google Colab's Py-

thon-based deep learning teaching approach is ideal for classroom use due to its user-

friendly interface and free GPU access [17]. The Colab notebooks were designed for 

students that have never programmed before. There are exercises in every Colab note-

book as well as solutions to the suggested exercises everywhere[18]. 

2.7 Training Flow Process 

Neural networks are the tool for designing artificial intelligence technology, and ma-

chine learning is the science that studies the design of intelligent machines[19]. Deep 

learning is a type of machine learning technique that uses multiple layers of information 

processing stages in hierarchical architectures for pattern classification and unsuper-

vised feature learning. It is at the intersection of the fields of signal processing, graph-

ical modeling, neural networks[20], optimization, and pattern recognition. Deep learn-

ing is considered a type of supervised learning algorithm. Besides that, deep learning is 

a unique category within the larger field of machine learning techniques due to its 

unique architecture and methodology[21]. The massive increases in chip processing 

power (such as GPU units) and the markedly reduced cost of computing hardware are 

two key factors in the current popularity of deep learning. [22]. 

 

Fig. 3. Train custom models flow process 

Figure 3 shows the process to become an object detection model, this customize model 

must go through a number of steps. These include obtaining digital images, annotation 

of images based on object classes, preparation of preprocessing and augmentation to 

convert images annotation format for easy reading during training, and finally training 

the model with multiple configurations to control it's own quality. Because the Yolov5 

custom model file was created on low-spec hardware, it needed to be converted to a 

TensorRT (.engine) file.The output file of the custom training model is a (.pt) file, 

which is a checkpoint file. 
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3 Result and Discussion 

3.1 Performance Training 

This is a crucial step in determining whether and how much bias has been towards either 

class. The confusion matrix contains four entries, which is the relevant number for de-

termining the metric for a binary classifier. According to equation (1), there are various 

ways to interpret certain metrics when assessing multi-class classification tech-

niques[23]. While these conversations are outside the purview of this one, the funda-

mental ideas are still relevant in situations involving multiple classes. 

 M   
   

 (1) 

The confusion matrix includes four classifications: True Negative (TN), True Positive 

(TP), False Negative (FN), and False Positive (FP) based on actual and predicted val-

ues. The TP (True Positive) value represents the number of correctly classified positive 

samples. TN (True Negative) refers to the number of negative samples correctly clas-

sified. False Positive (FP) refers to the number of negative samples incorrectly classi-

fied as positive. FN (False Negative) refers to the number of positive samples incor-

rectly classified as negative[24]. 

 

Fig. 4. Confusion matrix multi class 

 

The confusion matrix, which shows the number of true positives, true negatives, false 

positives, and false negatives for each class, gives a thorough summary of the outcomes 
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in Figure 4. Since there are no other values in the other columns and each class is dis-

played with a value of 1, it is clear that each class is performing well. 

Table 4. Confusion matrix calculation on test data 

Class 
Im-

ages 

Total 

Images 
TP TN FP FN P R 

arya 214 

804 

214 590 0 0 1.00 1.00 

dikki 209 209 594 0 1 1.00 0.995 

muam-

mar 
188 188 613 2 1 0.989 0.994 

wiki 193 193 611 0 0 1.00 1.00 

 

Table 4 is a test on test data that contains 804 images divided into four classes, the 

results show that the model can detect objects and identify classes with more than 85% 

confidence level. The values in Table 3 are the result of the precision and recall values 

that were obtained on the classification result samples with IoU threshold values greater 

than 50%. Implying that recall and precision are nearly equal to 1.0, indicating that the 

model can predict accurately. 

Precision. In figure 5, The curve is consistently at 0.995 all classes, that also, when 

compared to the detailed score mAP@0.5 of each class, reaches 0.995 from 1, the blue 

graph visualize that mean indicating all classes consistently at 0.995 from first iteration 

untill process finished. This graph indicating that the model detects well when using an 

IoU threshold of 0.50. Instead of plotting different confidence thresholds, the Precision-

Confidence Curve plots precision. This graph illustrates how accuracy varies depending 

on the confidence level used to classify a prediction as positive. 

 

 

Fig. 5. Precision recall curve 
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Fig. 6. Precision confidence curve 

 

Figure 6 indicates the curves show that the first iteration begins at 0.6 and increases 

until the last iteration reaches 0.961 out of 1 in all classes; this data finding shows that 

the data is above than 80%, indicating that the positive prediction (TF) is correct. Based 

on the formula and calculation in equation (2), each class has a score of 1 or 100%. 

 Precision  
  

 (2) 

Recall Confidence. According to Figure 7, the curve is consistently at 1.0 in the initial 

iteration, with a decrease in the recall value of 0.9 and a return to 1.0 in the final itera-

tion. The data above demonstrates that the model can maintain the confidence value 

when the confidence value decreases. 

 

Fig. 7. Recall confidence curve 
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 Recall  
  

 (3) 

Recall is the measure of the proportion of true positive predictions among all real pos-

itive occurrences, it is also referred to as sensitivity or true positive rate.. It is calculated 

as the ratio of TP to the total of TP and false negatives (FN). It can be written using 

equation (3). 

F1 Score. The F1 Score is a combination calculation of the precision and recall values, 

which are then referred to as measurement values. The result is referred to as the meas-

urement value[25]. According to Figure 8, in the first iteration, the F1 score is 0.663, 

and in the successive iterations, the value peaks at 1 until the final iteration; this condi-

tion is positive because the best score is at 1, and this data demonstrates that the custom 

model has good precision and recall. To find out the calculation of the F1 value, it can 

be calculated with equation (4) below. 

 

Fig. 8. F1 Confidence curve 

 F1 Score  2 ∗
  

 (4) 

Mean Average Precision. The Precision-Recall AUC (Area Under Curve) is computed 

using Average Precision (AP). A total of 804 images were used in the test data for the 

Average Precision testing. Every object has an AP value; the lowest is 99%, and the 

highest is 100%. The following equation (5) can be used to get the Average Precision 

value. 

Table 5. Training result 

Epochs Precision Recall mAP@0.5 mAP@0.5:0.95 
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90 0.9991 0.99954 0.99449 0.89365 

91 0.99909 0.99954 0.99449 0.89401 

92 0.99911 0.99953 0.9945 0.89384 

93 0.99911 0.99952 0.99449 0.89373 

94 0.99913 0.99952 0.99449 0.89374 

95 0.99913 0.99951 0.99449 0.89443 

96 0.99913 0.99951 0.99449 0.89514 

97 0.99914 0.9995 0.99449 0.89533 

98 0.99914 0.9995 0.9945 0.89569 

99 0.99914 0.9995 0.9945 0.89538 

 Average Precision   
  ∑ ρinterp∈,.,…, r  (5) 

 ρinterpr   max
̃:̃

  

 (6) 

 mAP@α   
  ∑ AP


   

 (7) 

APk  the AP of class k 
n  the number of classes 

The average precision value of each class is calculated using equation (5), where the 

above method is an 11 point interpolated precision method. Based on the necessary IoU 

threshold, the Mean Average Precision (mAP) value can be found by calculating the 

average precision in each class. To calculate the mean average precision, use equation 

(6). At the 100th epoch at table 5, the model can achieve an mAP value of 0.9945 with 

an IoU threshold of 0.5, and 0.89538 with an IoU threshold of 0.5:0.95. 

Intersection over Union (IoU). This formula calculates the correlations between 

ground truth bounding boxes and prediction bounding boxes to determine the accuracy 

of prediction bounding boxes. The IoU metric produces a value between 0 and 1, but 

in this test, IoU testing will be performed visually in the image using test data on the 

model. to calculate IoU using equation (5) below. 

 IoU      ∩   
   ∪   

    
 (8) 
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Fig. 9. Comparison between ground truth and prediction bounding box 

Figure 9 compares ground truth and prediction bounding boxes, the ground truth bound-

ing box is represented by a white bounding box image, and the prediction bounding box 

is a colored bounding box, The comparison between ground truth and prediction bound-

ing boxes. is not significant. This means that the IoU value in this model is expected to 

be higher than 90%. The image results show that the model created with 8,099 datasets 

and 100 epochs in the training process can perform good detection, as evidenced by the 

image above, where the model can predict each object accurately. 

3.2 Performance Testing 

 

Fig. 10. Real-time object detection on service robot 
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Real-time object detection in Figure 10 a,b shows that the bounding box is exactly in 

the previously annotated area; changes in the object's position have no effect on the 

bounding box; and the bounding box remains within the predetermined face area. The 

confidence value of the object is greater than 80%, depending on the distance between 

the camera and the detected object. The files that have been converted into TensorRT 

format are loaded onto the robot, and real-time detection experiments are carried out 

via webcam. This process tests several aspects, including the bounding box, detection 

accuracy, and speed. 

Table 6. Evaluation on validation data 

Class 
Im-

ages 
P R mAP@0.5 mAP@0.5:0.95 

arya 

1599 

 

0.991 1 0.994 0.894 

dikki 0.999 0.998 0.995 0.889 

muammar 0.996 1 0.995 0.858 

wiki 0.991 0.995 0.995 0.838 

 

Table 6 represents the validation results for the model that uses a total of 1.599 images 

to evaluate each class. Each class receives an average score of 0.9 for precision, recall, 

and mAP with a threshold of 0.50, while the average score for the mAP test results with 

a treshold of 0.5 to 0.95 is 0.8. 

4 Conclusion 

Researchers conducted a variety of experiments for this study. Although human faces 

have similarities, they are difficult to distinguish. As a result, it would be extremely 

difficult to identify human faces from names. This study successfully developed a spe-

cialized face recognition model. With the YOLOv5 architecture, the model can produce 

mAP@0.5 values of 0.99 and mAP@0.5:0.95 values of 0.89 in training performance, 

and in model evaluation on each class, the model produces average values on precision, 

recall, and mAP@0.5 values of 0.99 and 0.88 on each object. This model can also adapt 

the model created with 8,093 digital images to recognize a person's face based on their 

name. In real-time object detection, the robot can detect objects with a confidence level 

above 85% on each object detected at a detection speed of 9-11 Fps. This confirms that 

the customize dataset, which was created with 8,099 images overall—roughly 2000 

images for each class—can be used to train the model over 100 epochs and be used 

appropriately on the robot. Testing real-time detection objects on the robot that the ro-

bot can recognize each user with a confidence level above 65%. 
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