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Abstract. Sign language is a language used by people with disabilities, especially 

the deaf and mute to communicate. The problem is, not everyone can understand 

sign language. This study aims to create a system that can translate sign language. 

The system can also produce sound with the text to voice method. The system is 

built using Mediapipe to detect fingers that form sign language. The system 

performs classification by combining 2 machine learning models with the 

Artificial Neural Network (ANN) method. The first model is used to classify 

letters A-Z and the second model is used to classify movement patterns in letters 

J and Z. The accuracy of the first model is 94% and the accuracy of the second 

model is 95%. The model will also be evaluated using the confusion matrix 

technique to find recall, f1-score, and precision of 25 letters or classes. 
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People with disabilities is a term used to refer to individuals who have physical, mental, 

sensory or visual limitations that affect their daily activities [1]. People who cannot 

speak are called mute and people who cannot hear are called deaf. Mute and deaf people 

can also be called disabled people [2]. This journal will more specifically discuss people 

with speech or hearing disabilities. People who are mute can only use sign language as 

a language of communication to people in general and to fellow mute communities [3]. 

Likewise with deaf people.  

The problem is, not everyone can talk and not everyone understands sign language. 

This research aims to build a system that can translate sign language. This system will 

use a camera to detect sign language fingers and then store each sign language letter to 

form a sentence. The system can also provide voice output based on stored sentences. 

This system can be used by people with disabilities (mute and deaf) and can also be 

used by normal people in general.  

When this system is used by people with disabilities (mute and deaf), the voice 

feature can help as a medium for conveying information. When this system is used by 

normal people in general, the sign language finger detection feature can help normal 

people who do not understand sign language. The sign language used in this research 

is SIBI. SIBI is an abbreviation of the “Sistem Isyarat Bahasa Indonesia”. SIBI is 
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recommended by the Indonesian government for use because it only uses one hand [4]. 

SIBI also has similar patterns to ASL (American Sign Language).  ASL is adopted by 

many countries. So ASL is international [5]. 

2 Method 

 

Fig. 1. System design. 

Based on Figure 1, the system built will use Mediapipe to detect hand landmarks. When 

detecting hand landmarks, the system is also programmed to create a line connecting 

the landmarks of each finger using the drawing function in OpenCV called line 

(CV2.line). Then the system will classify sign language based on fingers using 2 models 

that have been deployed to TFLite [6]. If the system cannot detect each letter based on 

the sign language fingers for up to 5 seconds, the classification will be canceled and the 

time will be reset. However, if the system succeeds in classifying for up to 5 seconds, 

the classification result data will be saved into CSV data. The system can produce 

sounds based on letters that form 1 or more sentences in the CSV data. For the system 

to produce sounds, the pyttsx3 library is used [7]. The reason for using pyttsx3 is that 

it is offline and there are parameters to set the voice accent [8]. In this study, the voice 

accent used is "Bahasa Indonesia" with a voice speed of 70. The way pyttsx3 works is 

text to voice conversion. Pyttsx3 will read every sentence contained in the CSV data 

[9]. 

2.1 Data Collection 

The data collection process will be carried out for the dataset used as the input in first 

model and seccond model. Both models utilize the Mediapipe library to obtain hand 

landmark coordinates [10]. Based on Figure 2, there are 21 hand landmarks with a range 

of 0-20 [11]. In model 1, data retrieval is carried out by taking coordinates based on the 

shape of the Sign Language finger pattern on letters A to Z [12]. The data retrieval is 

carried out with 2 hands. To distinguish each letter, each letter will be given a unique 

value in the dataset called Class_Id [13]. There are 26 Class_Id, with each data having 

42 features for model 1. The 42 features are based on taking the X and Y coordinates 
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of each hand landmark. 500 data were taken for each data. Data distribution for both 

models, 80% for train data and 20% for test data 

 

 

Fig. 2. Hand coordinate points on Mediapipe. 

Based on SIBI Sign Language, the letters J and Z require finger movements, so the 

movement recording is done separately for model 2. Although the dataset of letters J 

and Z already exists for model 1, model 1 does not support movement. In this system, 

the letters J and Z will form a circle trail on the fingertips. The drawing of the circle is 

based on the landmark of the fingertips (8 and 20) on the index finger and little finger. 

The drawing of the circle uses the OpenCV Library (cv2.circle). If the system detects 

the letters J and Z, the circle will appear 16 times using a for-loop. Similar to model 1, 

the circle trail on the letters J and Z is distinguished using Class_Id. The fingertip 

movement pattern will be followed by these circles, and the coordinates of each circle 

will be taken as a feature for the model 2 dataset, which consists of 16 X and 16 Y, a 

total of 32 features for model 2. 

2.2 Data Train 

 

Fig. 3. Model 1 & model 2 architecture. 

In the data training process, the collected dataset will be used as input for the model 

to be built. The purpose of training data on model 1 is to find a similarity pattern for 
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each Class_Id coordinate [16]. The purpose of training data on model 2 is to find a 

similarity pattern for each circle coordinate that forms the letters J and Z. In this training 

process, the method used is to build 2 models using machine learning techniques with 

the ANN (Artificial Neural Network) algorithm. Both models will be built using the 

TensorFlow framework. 

Based on Figure 3, there are 2 model architectures. Model 1 is a model for classifying 

letters A-Z based on the coordinates of each previously taken finger landmark. Model 

1 has 2 hidden layers with 42 input features. There are 26 classes in model 1. Then 

model 2 is a model for classifying history steps circle based on the coordinates of the 

circle at the fingertips of the letters J and Z. In model 2, the number of hidden layers is 

2. However, the number of neurons is less than in model 1. The number of input layers 

in model 2 is 32. The number of classes in model 2 is 2. 

 𝑧𝑖
𝑙 =  ∑ 𝑎𝑗

(𝑙−1)
 𝑊𝑗𝑖

(𝑙−1)
+ 𝑏𝑖

(𝑙−𝑖)
𝑗  (1) 

 𝑎𝑖
(𝑙)

=  𝑓𝑙(𝑧𝑖
(𝑙)

) (2) 

Equation (1) is used in calculating the formula in artificial neural networks. There is 

a symbol z as input for the activation function [17]. The input for the activation function 

is obtained from the variable a which is the result of the previous neuron activation 

function. This variable a is multiplied by the variable W as the weight. Then the result 

of W is multiplied by a and will be added to b as the bias [18]. 

Equation (2) shows the activation function used for z. The activation function used 

for each hidden layer in this study is ReLU [19]. ReLU will output a value of 0 if the 

value of z is below 0. If z is above 0, then ReLU will give the result of the value itself. 

In the output layer, the activation function used is softmax. Softmax is commonly used 

in the output layer for multiclass classification [20]. 

2.3 Model Evaluation 

To calculate model evaluation, the lost function used for both models is sparse 

categorical crossentropy. Sparse categorical crossentropy is suitable for use in 

multiclass models [21]. Both models’ performance is measured using accuracy matrix. 

So, in this study, the accuracy value is only obtained from the accuracy matrix in the 

TensorFlow Keras library. Both models will also be evaluated using confusion matrix. 

Confusion matrix is used because confusion matrix can measure classification 

overlap [22]. For every cell in the matrix, the row represents the actual class and the 

column represents the class as the classification model produced. As seen in Figure 4, 

the main diagonal will read True Positive (TP) from each class, TP shows that the model 

classifies positive from positive test data [23]. The row cells based on the main diagonal 

will read False Positive (FP) from each class, FP of a class indicates that the class cannot 

read a small or large part of the class itself. The column cells based on the main diagonal 

will read False Negative (FN) from each class [24].  
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Fig. 4. Confusion matrix. 

FN A class shows that it has misclassified another class. To facilitate the analysis of 

the confusion matrix, the visualization of the confusion matrix will be displayed in the 

form of Heat map. In this study, the heat map technique used is the brighter color in the 

data, the higher the value. In this research, the scikit-learn library will be used to obtain 

the Confusion matrix from the trained model. The Confusion matrix will provide 7 

important reports for each class. The reports are Precision, F1-Score, Recall, Support, 

TP, FP, and FN. By using the scikit-learn library, the TP, FN, and FP values can be read 

in the confusion matrix.  

So, the confusion matrix not only displays colors, but also the numerical values of 

TP, FN, and FP. Precision shows the comparison between True Positive (TP) and the 

number of data that are predicted to be positive in each class [25]. The F1-Score shows 

the harmonic mean of precision and recall.  Recall shows the comparison between True 

Positive (TP) and the amount of data that is actually positive. Support shows the number 

of test data samples. In this study, the use of the word "Support" is replaced with test 

data. This is because test and support data have the same meaning. In this study also, 

precision can be calculated using equation (3), recall can be calculated using equation 

(4), and F1-Score can be calculated using equation (5).  

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
  (3) 

 Recall = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
  (4) 

 𝑓1 𝑆𝑐𝑜𝑟𝑒 =  2 .
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 .𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
 (5) 

3 Result and Implementation 

The results and implementation will be done in 3 stages. The first stage is to implement 

model 1 and 2 to detect sign language A-Z. The second stage is to analyze a little error 
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in the classification results in the first stage. And last stage is the implementation of the 

system. 

3.1 Implementation Model 1 and Model 2 to Detect Sign Language A-Z 

(First Stage) 

In the implementation of model 1, the accuracy is obtained from the evaluation of the 

trained model 1 is 94%. The results of testing model 1 using Sign Language were 

successful. Model 1 can classify as many as 25 letters. Evidence of letter classification 

testing can be seen in Figure 5. However, there are 2 letters that need to be analyzed. 

The letters are F and U. These two letters are rather difficult to classify. When trying to 

form a hand with the letter F the system sometimes reads the letter F as the letter B. 

Likewise with the letter U which is sometimes read as letter R. 

 

Fig. 5.    Letter classification results 

In the implementation of Model 2, model 2 also has good accuracy, which is 95%. 

In Figure 5, for the letters J and Z, the model implementation is good. This is because 

when the system detects the fingertips of the letters J and Z, model 2 can classify by 

issuing a green circle. The results of model 2 also illustrate that this green circle can 

perfectly follow the movement of the letters J and Z. Because model 2 can be 

implemented well, the focus of the analysis will only be carried out on model 1. Because 

in model 1 there are 2 letters that are difficult to classify. 

3.2 Classification Error Analysis Based on Confusion Matrix Model 1 

(Seccond Stage) 

Based on Figure 6, confusion matrix shows that the TP values in the main diagonal box 

have predominantly light colors. This shows that the model can classify almost all 

classes that match the correct data in the test data. In the confusion matrix it can also 

be seen that there are 10 classes that have FN and FP values. Class 19 has 2 FN and 

Class 13 has 2 FP. Even so, the double FN and FP values in these 2 classes are low. So 
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the model can still classify these 2 classes. The focus of attention is on class 5 and class 

20. Because class 5 and 20 have high FN values compared to other classes. 

When implementing model 1 in the previous stage, there were 2 letters that were 

difficult to classify. Namely the letter F which is sometimes classified as the letter B 

and the letter U which is sometimes classified as the letter R. Based on the confusion 

matrix in Figure 6, the cause of the difficulty in classifying 2 letters can be identified. 

It turns out, class 5 as the letter F has a TP with a dark color and a low score, namely 

12 out of 95 test data. This is because Class 5 also has an FN value with a dark color 

and a high value for class 1 as the letter B, which is 83. With TP in class 5 and FN in 

class 5 against class 1, it shows that the model classifies class 1 as class 5 as many as 

83. This also shows that the model is only able to classify class 5 as many as 12 out of 

95 test data. 

 

Fig. 6.    Model 1 confusion matrix result. 

Likewise with class 20 as the letter U. It turns out that based on the confusion matrix, 

it was found that the model was only able to classify class 20 for 49 out of 92 test data. 

This is because class 20 as the letter U has an FN for class 17 as the letter R of 43. This 

means that the model classifies class 20 as class 17 with a total of 43. Complete 

numerical results from Precision, Recall, F1-Score, Test data, TP, FN, and FP can be 

seen in Table 1 below. 

Based on Table 1 below, it can be concluded that the model 1 classification for each 

class is almost perfect. This can be seen in the F1-Score and recall values, the majority 
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of which are high. However, based on Table 1, it is found that the FN value of class 5 

is 83. This makes the recall of class 5 low, namely 0.13. Meanwhile, the FP value from 

class 1 is also 83. This makes the precision value from class 1 low, namely 0.53. 

Because the recall value in class 5 is low, this makes the model imperfect in classifying 

class 5 as letter F. 

Likewise with class 20. Because class 20 has low recall, the model is not perfect in 

classifying class 20 as the letter U. The FN value of class 20 as the letter U is the same 

as the FP value of class 17 as the letter R, namely 43. This makes class 20 sometimes 

classified as class 17. 

Table 1. Model 1 performance results based on Scikit-learn confusion matrix. 

Class Label Precision Recall 
F1-

Score 

Test 

Data 

True 

Positive 

False 

Positive 

False 

Negative 

0 A 0.99 1.00 1.00 110 110 1 0 

1 B 0.53 1.00 0.69 94 94 83 0 

2 C 1.00 1.00 1.00 111 111 0 0 

3 D 1.00 1.00 1.00 93 93 0 0 

4 E 0.99 0.99 0.99 114 113 1 1 

5 F 1.00 0.13 0.22 95 12 0 83 

6 G 1.00 1.00 1.00 102 102 0 0 

7 H 1.00 1.00 1.00 96 96 0 0 

8 I 0.99 0.99 0.99 112 111 1 1 

9 J 1.00 1.00 1.00 72 72 0 0 

10 K 1.00 1.00 1.00 100 100 0 0 

11 L 1.00 1.00 1.00 118 118 0 0 

12 M 1.00 0.99 0.99 100 99 0 1 

13 N 0.89 0.98 0.93 93 91 11 2 

14 O 1.00 0.99 0.99 93 92 0 1 

15 P 1.00 1.00 1.00 105 105 0 0 

16 Q 1.00 1.00 1.00 94 94 0 0 

17 R 0.71 0.99 0.83 105 104 43 1 

18 S 0.98 0.90 0.94 100 90 2 10 

19 T 1.00 0.93 0.96 99 92 0 7 

20 U 0.98 0.53 0.69 92 49 1 43 

21 V 1.00 1.00 1.00 113 113 0 0 

22 W 1.00 1.00 1.00 80 80 0 0 

23 X 0.94 1.00 0.97 99 99 6 0 

24 Y 1.00 1.00 1.00 86 86 0 0 

25 Z 0.98 1.00 0.99 47 47 1 0 

3.3 System Implementation (Last Stage) 

The system implementation is carried out by trying to detect 1 sentence with 3 words 

(HALO APA KABAR). Based on the results of system implementation, the system can 
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classify 1 sentence. To get letters, the TAB keyboard key is used. When the system 

cannot read finger gestures, the sign "Tangan Tidak Terdeteksi" will appear. When the 

system saves letters in CSV, the sign "Huruf Ditambahkan" will appear. Huruf 

Ditambahkan in English are letters added. To produce sound, the enter key is used. The 

voice produced perfectly matches the Indonesian accent. When the system makes 

sound, the words "Sound Play" will appear on the system. This implementation process 

can be seen in Figure 7. 

 

 

Fig. 7.    System implementation result. 

4 Conclussion and Future Scope 

This research refers to the use of tensorflow in various applications. In this study, the 

system was successfully built by combining tensorflow and mediapipe as 2 methods 

into 1. Mediapipe is used to detect sign language finger patterns and Tensorflow is used 

to find finger landmark patterns. The results and testing of the study were carried out 

in 3 stages. In stage 1, it was found that both models could be implemented well. Model 

1 has an accuracy of 93% and model 2 has an accuracy of 95%. In model 1, it was found 

that the letters F and U were difficult to classify. While in model 2, the implementation 

of the model was perfect. This is because the system can perfectly create circles that 

form the letters J and Z. 

Because model 2 can be implemented well, the focus of the research analysis is only 

on model 1. In stage 2, it was found that the cause of the 2 letters being difficult to 

detect in model 1 was because they had high FN values, namely 83 and 43. This makes 

the recall value of the 2 classes also low, namely 0.13 and 0.53. In the final stage, the 

system model can be implemented well. This is because the system can detect fingers, 

classify sign language, and produce sounds using the Text to Voice method. The model 

in this study was deployed to Tensorflow-Lite. So, in further research, it is expected 

that the implementation of the model can be done using android. 
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