
Evaluating LLMs as Pharmaceutical Care Decision 

Support Tools Across Multiple Case Scenarios 

Vania Amanda Samor1 , Muhammad Yeza Baihaqi2 , Edmun Halawa3 , Luh Rai 

Maduretno Asvinigita4 , Sarah Nabila Hakim5 , and Mela Septi Rofika6

1 Pharmacy Study Program, Faculty of Health Sciences, Universitas Malahayati, Lampung, 

Indonesia 
2 Information Sciences Division, Nara Institute of Science and Technology, Nara, Japan 

3 Department of Mechanical Engineering, National Taiwan University of Science and 

Technology, Taipei, Taiwan 
4 Bhakti Widya Farma (BWF) Pharmacy, Badung, Bali, Indonesia 

5 Department of Pharmacy, Pertamina Central Hospital, Jakarta, Indonesia 
6 Department of Pharmacy, Public Health Center of Pamolokan, Sumenep, Indonesia 

svaniamanda@malahayati.ac.id 

Abstract. In the evolving landscape of healthcare, pharmacists face increasing 

challenges in providing accurate, reliable, and prompt patient care amidst 

growing complexity in clinical settings. The continuous advancement of diseases, 

pharmaceutical sciences, and treatment guidelines requires pharmacists to stay 

up-to-date. However, the real-world burden of non-clinical tasks often impedes 

this effort. Recent practice of Large Language Models (LLMs) offers promising 

potential to support pharmacists in their professional duties. This study aims to 

evaluate the capability of LLMs in assisting pharmacists with pharmaceutical 

care decision-making. Three pharmaceutical cases (hypertension, 

hyperlipidemia, and angina pectoris) and related guidelines were input into the 

LLM, and their responses were assessed through both subjective and objective 

evaluations. The results indicated that, despite our efforts, the LLM fell short of 

satisfactory performance in terms of accuracy and reasoning. It was evident that 

the LLM's outputs still required human supervision and could not be accepted 

without scrutiny. However, the experts agreed that the LLM would be beneficial 

as a reference tool and in facilitating faster decision-making. Future research will 

focus on improving LLM performance. 

Keywords: Healthcare, Large Language Models, Pharmaceutical Care 

Decision-Making, Artificial Intelligence 

INTRODUCTION 

Clinical pharmacists face challenges daily, reflecting the evolving demands of their 

profession. Their roles encompass a broad spectrum of responsibilities, including 

clinical tasks such as performing medication review and reconciliation, adverse drug 

events and interactions monitoring and prevention, and providing pharmaceutical care  
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and interactions monitoring and prevention, and providing pharmaceutical care sugges-
tions to patients and physicians [1, 2]. In some regions, clinical pharmacists even handle 
non-clinical duties including administrative tasks [3, 4]. If not properly addressed these 
factors can lead to medication errors, caused by pharmacist-related burnout [5, 6]. Phar-
maceutical care decision-making which based on their critical thinking skills were 
thought to be affected too [7]. 

Several steps had to be followed in order to make appropriate pharmaceutical care 
decisions, including administrative, pharmaceutical, and clinical screenings. Two in-
formation systems were developed recently for specific clinical assessment tasks. One 
was KALIS, an electronic database designed to detect prescribing errors and drug-drug 
interactions using pharmacological data, case reports, and biomolecular integration [8]. 
The other was PRIMA-eDS, which combined dosing support and  decision support 
through evidence-based medicine databases to predict polypharmacy [9]. However, 
neither system utilized LLMs, and their functionality was limited to clinical screening.  

Therefore, we utilized advance development in artificial intelligence, LLMs. The 
advantages of using LLMs lie within their processing and analyzing large amounts of 
data quickly, contextually, and provide consistent and evidence-based responses across 
diverse cases [10, 11]. We employed the LLM as a decision-making support tool in 
pharmaceutical care. By providing case studies and guidelines through prompting, the 
LLM could offer information for the pharmacist. In this research, we specifically fo-
cused on three case studies: hypertension, hyperlipidemia, and angina pectoris. 

SUBJECT AND METHOD 

Large Language Model (LLM) 

Large Language Models (LLMs) are a type of artificial intelligence model designed 
to understand and generate human language naturally [10]. A key characteristic of 
LLMs is their ability to comprehend and respond to many types of questions, com-
mands, and texts in multiple languages with high fluency and accuracy [11, 12]. This 
technology has become central to many modern AI applications, from dialogue agents 
[13], health message generator [14] and conversational recommendation systems [15]. 

In this research, we specifically utilized an LLM to support pharmacists in pharma-
ceutical care decision-making. We provided the LLM with pharmaceutical case studies 
and related guidelines through prompting. The case studies also featured questions that 
the LLM needed to answer. The LLM-generated answers were then evaluated based on 
both objective and subjective evaluations. In addition, our experiment was conducted 
using GPT-4o mini. The framework of this research is shown in Figure 1. 
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Case study selection and rationale 

To evaluate the ability of LLMs to assist in pharmaceutical care decision-making, we 
selected three specific case studies from the PharmDia database 
(https://pharmdia.com/) [16]. Case 1 were selected to represent hypertension case (H), 
hyperlipidemia (L) was tested using case study 9, and angina pectoris (A) was assessed 
with case study 5. Additionally, we classified the questions into three types: therapeutic 
goals and targets (G), medication and therapeutic regimen (M), and follow-up and con-
dition management (F). The combination of case study and question types abbreviations 
created unique question IDs. The list of questions is presented in Table 1. 

Table 1. List of questions in three case studies. 

Case Type Questions 

H 

G What is the target goal for blood pressure in this patient? 

M What are the main classes of anti-hypertensives that can be used 
in this case? 

M Prepare a therapeutic regimen for this patient! 

L 

G What would be the target goal for LDL-C in this patient? 
M What is the drug of choice in this patient to treat LDL-C? 

M What would be choice of drug in this patient, if he is intolerant to 
statin therapy 

A 

G What is the treatment goal and strategy for this case? 
F Suggest the best follow-up for this case! 

F What are the conditions which worsens the symptoms of angina 
(in general)? 

Objective evaluations on LLM-generated answer 

We evaluated LLM-generated answers objectively using three metrics: correctness, 
reasoning and added point, based on the answer key provided by PharmDia. An answer 
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Fig 1. Framework for using LLM in pharmaceutical care decision-making 
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was considered correct if it was both accurate and complete. If the answer was incom-
plete, it was considered incorrect. For example, if the key listed three reagents but the 
LLM provided only two, it was marked as wrong. 

The LLM was also required to provide reasoning for each answer to gain trust. Rea-
soning was considered correct if it supported a correct answer with accurate rationale. 
An LLM could generate a correct answer with incorrect reasoning; for example, if it 
suggested the correct reagent but provided an incorrect reason for its use, then the rea-
soning metrics were counted as incorrect, even though the correctness metrics were 
counted as true. 

At certain trials, the LLM was found to provide additional useful information, de-
noted as added point. For instance, if the key listed three reagents but the LLM provided 
more than three, these extra points were noted. However, added points were only 
counted if the initial answer was correct. 

Expert subjective evaluations 

We recruited three certified pharmacists with 1-3 years of experience in clinical and 
community settings for a subjective evaluation. For this evaluation, we selected several 
correct answers with appropriate reasoning from LLM-generated responses and asked 
the pharmacists to assign scores. The pharmacists assessed the quality of the LLM's 
responses based on three metrics: clarity (how easy the information is to understand), 
usefulness (how helpful the information is for making pharmaceutical care decisions), 
and confidence (how much the pharmacists trust the information for implementing their 
decisions), using a 5-point Likert scale. 

RESULTS 

Objective evaluation results on hypertension case 

From the results, we observed on Table 2 that in addressing question HG1, all three 
trials yielded correct answers accompanied by precise reasoning; however, only the 
third trial presented an added point. For question HM2, while the first and third trials 
generated correct responses, only the first trial exhibited accurate reasoning, whereas 
the third trial provide correct reasoning. The second trial for HM2, on the other hand, 
was incorrect, demonstrated flawed reasoning, and lacked added point. Regarding ques-
tion HM3, only the second trial provided a correct answer with accurate reasoning and 
included an added point. 

Objective evaluation results on hyperlipidemia case 

Through the investigation of hyperlipidemia case study, we noticed that all LG1 
responses were accurate, well-reasoned and added point were observed in both the first 
and third trials, which the second trial lacked. LM2 consistently produced correct an-
swers and reasoning across all trials but failed to provide added points. LM3 exhibited 
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variability, with only the second trial satisfying all criteria of correctness, reasoning, 
and added point. Overall, LG1 showcased the most reliable performance, achieving 5 
out of 6 metrics across three trials. Detailed information was shown on Table 3. 

Table 2. LLM-generated answers on hypertension case evaluation results. 

Question 
ID Trial Correctness Reasoning Added Point 

HG1 

1 ✓ ✓ ✕ 

2 ✓ ✓ ✕ 

3 ✓ ✓ ✓ 

HM2 

1 ✓ ✕ ✓ 

2 ✕ ✕ ✕ 

3 ✓ ✓ ✕ 

HM3 

1 ✕ ✕ ✕ 

2 ✓ ✓ ✓ 

3 ✕ ✕ ✕ 
✓: Correct/Available  ✕: Incorrect/Unavailable 

Objective evaluation results on angina pectoris case 

Table 4 indicated that evaluation done on angina pectoris, LLM consistently ex-
celled on AG1, achieving perfect correctness, reasoning, and added point for all ques-
tions. In contrast, answer of AF2 showed mixed results: the LLM correctly answered 
the first question, provide well reason and added points but failed to provide so for the 
remaining two. Lastly, LLM unable to produce good results on all metrics for AF3.  

Objective evaluation results on all case studies 

We summarized LLM performance as percentage of metrics in all case studies in 
Table 5. For therapeutic goals and targets type of question, the two questions demon-
strated exceptional performance, achieving 100% in both correctness and reasoning 
scores, with an added point score of 66.67%. Whereas, in the category of medication 
and therapeutic regimen type, which included four questions, the performance was 
lower, with correctness at 58.33%, reasoning at 50%, and additional points at 25%. The 
follow-up and condition management questions type, comprising three questions, ex-
hibited the lowest performance, with both correctness and reasoning at 16.67%, and 
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additional points also at 16.67%. Overall, the mean scores across all categories indi-
cated a general correctness rate of 69.97%, reasoning 59.26% and added point of 
37.04%. 

Table 3. LLM-generated answers on hyperlipidemia case evaluation results. 

Question 
ID Trial Correctness Reasoning Added 

Point 

LG1 

1 ✓ ✓ ✓ 

2 ✓ ✓ ✕ 

3 ✓ ✓ ✓ 

LM2 

1 ✓ ✓ ✕ 

2 ✓ ✓ ✕ 

3 ✓ ✓ ✕ 

LM3 

1 ✕ ✕ ✕ 

2 ✓ ✓ ✓ 

3 ✕ ✕ ✕ 

✓: Correct/Available  ✕: Incorrect/Unavailable 

Table 4. LLM-generated answers on angina pectoris case evaluation results. 

Question 
ID Trial Correctness Reasoning Added Point 

AG1 

1 ✓ ✓ ✓ 

2 ✓ ✓ ✓ 

3 ✓ ✓ ✓ 

AF2 

1 ✓ ✓ ✓ 

2 ✕ ✕ ✕ 

3 ✕ ✕ ✕ 

AF3 

1 ✕ ✕ ✕ 

2 ✕ ✕ ✕ 

3 ✕ ✕ ✕ 
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✓: Correct/Available  ✕: Incorrect/Unavailable 

Expert subjective evaluation 

The LLM's information was rated highly for Clarity by pharmacists, achieving an 
average score of 4.67 with standard deviation (SD = 0.33), indicating it was exception-
ally clear. For Usefulness, the LLM received average rating of 3.67 (SD = 0.67), show-
ing variability in perceived utility. Confidence in using LLM-generated information in 
practice was moderately high, with a mean score of 4.22 (SD = 0.69). 

Table 5. Objective evaluation in all case studies. 

Question 
Type 

Total 
Question 

Percentage (%) 

Correctness Reasoning Added Point 

G 2 100 100 66.67 

M 4 58.33 50 25 

F 3 16.67 16.67 16.67 

Mean 69.97 59.26 37.04 

DISCUSSION 

Our study investigated the capability of LLM in assisting pharmacists with pharma-
ceutical care decision support tools by testing the LLM with three case studies often 
occurring in clinical pharmacy setting such as hypertension, hyperlipidemia and angina 
pectoris.  

LLMs achieved perfect accuracy in addressing questions about therapeutic goals and 
targets. For example, questions related to blood pressure target goals or triglyceride 
levels. This was due to the straightforward and universally agreed-upon nature of these 
metrics. 

Furthermore, questions about medication and therapeutic regimens, such as those 
concerning the drug of choice obtained lower accuracy. Frequently, even when the 
LLM provided an answer, it introduced information not present in the key answers, or 
while the answers were generally correct, they included extraneous details not aligned 
with the key answers. It was due to the complex integration of multiple factors, includ-
ing drug lists and patient conditions. The decision-making process was further compli-
cated by the need to consider patient-specific factors, such as comorbidities and con-
traindications, which often required alternative therapeutic approaches. 

LLM performance was notably lowest for follow-up and condition management 
questions. For example, questions asked for the best follow-up recommendations for 
patients with specific conditions. Because the questions were too abstract, the LLM 
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tended to generate broad responses that often deviated significantly from the key an-
swers. While the answers were not inherently incorrect, they were highly subjective 
and reliant on the assessor's interpretation. This lower accuracy was due to the require-
ment for complex, patient-specific critical thinking. The reduced accuracy was attribut-
able to the variability in follow-up recommendations and management strategies, which 
differed based on patient conditions and diverse clinical guidelines. 

Despite our efforts in utilizing the LLM, it did not reach satisfactory levels in both 
correctness and reasoning. It was evident that the LLM's output still necessitated human 
oversight and could not be accepted uncritically. Nevertheless, expert reviews indicated 
that such a system holds significant promise and utility in aiding decision-making 
processes.  

The expert reviews of using LLM for pharmaceutical care decision-making 
highlighted several key points. Firstly, the information generated by the LLM was easy 
to understand, making it accessible to both healthcare professionals and non-
professionals. Secondly, LLMs significantly sped up the decision-making process by 
providing quick and relevant information. With practice, LLMs helped pharmacists 
recall specific health conditions and care details, aiding newly graduated pharmacists 
in discussions with senior colleagues. However, experts agreed that LLMs were a 
supportive tool and should not replace professional judgment, as discussions among 
health practitioners were still necessary for making well-informed pharmaceutical care 
decisions.   

Future research could focus on developing novel techniques to enhance LLM 
performance, such as applying different prompting strategies and fine-tuning. 
Additionally, experts noted that the LLM's responses were often too lengthy, suggesting 
that future efforts should aim to make answers more concise yet insightful. 
Furthermore, exploring various interface types, such as application-based, web-based, 
or even social robots [17], could be important for enhancing user interaction and 
accessibility. Lastly, incorporating considerations such as the availability of drugs in 
the hospital when generating the answer would be beneficial. 

CONCLUSION 

Our study demonstrated the potential of LLMs in supporting pharmacists with phar-
maceutical care decision-making. LLMs excelled in determining standardized thera-
peutic goals, providing reliable augmentation for pharmacists in this area. However, 
their performance was still limited when addressing complex questions requiring criti-
cal thinking. Further advancements in various aspects, such as performance and appli-
cation interface, are required before LLMs can be fully utilized as decision support 
tools in pharmaceutical care. 
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