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Abstract. Combating child sexual exploitation is complicated because technology offers 

new sexual grooming methods for criminals. Recently, the exploitation of children has 

even been conducted in ‘real-time’, meaning perpetrators can commit sexual abuse 

before or during live streamed. Furthermore, attempts to commercialize child sexual 

exploitation activities have significantly increased, with perpetrators using money 

transfers, bank deposits, or virtual currencies for payments. The weak oversight of 

online transaction systems is suspected to be a contributing factor to the rise in the 

commercialization of live-streamed sexual exploitation of children's activities. 

Therefore, research is needed to explore the interconnections between these elements 

in hopes of disrupting the entire chain of crime from source to destination. The research 

methodology employed is juridical-normative with a comparative legal approach. The 

internet has become a medium that enables criminals to easily contact children, making 

platforms that offer live streaming services a potential target for criminal activities. In 

Indonesia, the high internet usage among minors underscores the urgency of 

implementing more effective protections, such as stringent age verification regulations 

and increased involvement from the financial sector in reporting suspicious 

transactions. These measures are crucial to limit access to harmful content and protect 

children from sexual exploitation, as well as to create a safe digital environment for the 

younger generation.  

Keywords: anonymity; child sexual exploitation; live streaming; online transaction 

systems; sexual grooming. 

1. Introduction
The last two decades have seen a rapid increase in the use of digital technology globally, 

which has introduced new modes of exacerbating online child abuse. Online child sexual 

grooming for the purpose of sexual abuse and exploitation, live streaming of sexual abuse of 

children over the Internet, and distribution of child sexual abuse content have seen a 

significant increase. The series of acts of child sexual abuse and exploitation that are taking 

place today are increasingly difficult for law enforcement to identify the perpetrators, due to 

the presence of technology that can hide the identity of the perpetrators.[1] The escalation of 

the dissemination and consumption of child sexual abuse material (CSAM) is seen to increase 

since 2022 by 374% or 252 thousand URLs providing CSAM content (IWF, 2022).[2] Even 

in 2019, the National Center for Missing and Exploited Children (NCMEC) has received 16 

million complaints from 155 electronic service providers (ESPs) containing 69.1 million 

files, images and videos that are suspected of being CSAM.[3]  

A report released by SIMFONI PPA (Online Information System for the Protection 

of Women and Children) of the Ministry of Women's Empowerment and Child Protection of 

the Republic of Indonesia shows that from the beginning of 2024 until now, there have been 

6,482 cases of sexual violence out of 14,105 reported cases of violence, and 63.2% of the 

victims are children aged 0 to 17 years. The report also showed that there were 138 victims 

of human trafficking and 174 victims of exploitation.[4] The report corroborates other studies 
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such as that conducted by Plamer, which also revealed that perpetrators often use children as 

victims of live-streamed sexual abuse.[5] This condition is also stated by a study conducted 

by the Internet Watch Foundation (IWF), that children who are victims of sexual grooming, 

are forced and threatened to live broadcast their own sexual violence through mobile 

devices.[6]  

It needs to be a common understanding, if the technological developments that 

occur today have presented a new panorama for internet users. Internet users are increasingly 

“bewitched” by the religious treats of facilities offered by the internet to trigger the 

development of the number of internet users and even an increase in the time span of their 

use. Globally, the number of internet users is increasing from year to year, this increase is 

also happening in Indonesia, it can be seen in a report published by Hootsuite that social 

media users increased by 15.5%, or more than 27 million users, from January 2020 to January 

2021, and by 6.3%, or more than 10 million users, from January 2020 to January 2021.[7] 

Then, from 2021 to 2022, social media users in Indonesia increased by 21 million, or 12.6%, 

to 191.4 million.[8] By early 2023, there were 212.9 million internet users and 167 million 

social media users, equivalent to 60.4% of the total population.[9] This condition has been 

supported by the availability of smartphones that make it easier for children to access social 

media.[10] The increasing use of the internet such as social media will directly result in hyper 

exposure, due to the high activity of exchanging text messages, audio, video, photos and 

online meetings which will gradually eliminate the boundaries of personal space.[11] 

This condition is utilized by the perpetrators to find and gain access to their victims, 

in line with what Juliane A Kloess asserted, if internet communication platforms, such as 

social media and messaging applications have been used by most traffickers in the process 

of child sexual grooming, exploitation and abuse of children, for example to ask victims to 

perform sexual activities online-sending pictures of victims and requests to show themselves 
via webcam.[12] The development of the perpetrator's mode, in turn, has increased cases of 

child sex trafficking, with the ease of creating, possessing, or distributing child exploitation 

material or content online, leading to victimization of victims who produce ongoing trauma, 

due to the difficulty of controlling the distribution and access to their child exploitation 

material or content,[13] in addition, it is also feared that it will provide a negative stigma 

because considering the high potential problems caused by the difficulty of eliminating 

digital traces, it is also feared that it will provide a negative stigma because considering the 

high potential problems caused by the difficulty of eliminating digital traces.[14] Recent data 

has also revealed an increased risk of children becoming victims of sexual exploitation in 

cyberspace. Children are now more frequently exposed to situations that contain elements of 

seduction, deception and coercion, often leading to their involvement in the prostitution 

industry.[15] The secrecy that surrounds child sex trafficking means that the actual number 

of victims may be far greater than recorded. Furthermore, there is a significant threat to 

children associated with the production of Child Sexual Abuse Material (CSAM). 

Perpetrators often force children to create their own CSAM, which is then used as an 

extortion tool to force their victims to do the same repeatedly.[16] 
In Indonesia, the Ministry of Communication and Information Technology 

(Kemenkominfo) is wary of the circulation of online pornography which dominates negative 

content, with reports suggesting 5.5 million children are victims. Live video chat apps such 

as Bigo, which often feature inappropriate content, raise concerns as they can be accessed by 

underage users. The Indonesian Child Protection Commission (KPAI) urges strict action 

against pornographic content and coordination with the Ministry of Communication and 

Information. Child protection in the online space requires cross-sectoral cooperation and 

strict regulations.[17] The case in Garut, where a couple performed an indecent scene on 

Bigo Live, highlights the need for strict action against perpetrators and platforms. 

Collaboration between the government, app developers and the public is important to create 

a safe digital environment. The Ministry of Health's screening results show 98.3 percent of 

junior and senior high school students have been exposed to pornography. The Ministry of 
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Women's Empowerment and Child Protection (MoWECP) also reported that most children 

witness sexual activities through online media, indicating the need for stronger preventive 

measures. In addition, ECPAT Indonesia reports that illegal apps such as Lovely and 

OnlyFans are used for the sexual exploitation of women and girls, as well as 19 other apps 

such as Michat, Facebook, and WhatsApp. “Open BO” (online booking) is a common 

buzzword in online prostitution deals, with the process of posting photos, negotiating prices, 

and arranging appointments.[18] The survey involved 74 profiles of women and girls from 

various cities in West Java. Furthermore, data from Hootsuite based on website traffic 

between December 2022 and November 2023 shows that xnxx.com, a pornographic video 

sharing website and sexually charged live streaming service, is the 13th most visited website 

in Indonesia. 

The increased vulnerability of children along with the increased use of the internet 

and social media has prompted policies to focus more on regulating user behavior. While 

there are many laws that prohibit and threaten sexually violent behavior, their effectiveness 

in preventing victims is considered inadequate. Similar concerns exist in India, where the 

massive use of social media by young people has led to concerns among parents about the 

safety of their children, as well as anxiety about “online predators” luring children to meet in 

person for sexual activity, kidnapping, or worse. Technology should be able to limit 

unwanted behavior, for example by website design that can prevent users from accessing 

certain content or viewing certain user accounts.[19] In addition, technology can also be 

applied to prevent people from accessing certain platforms through set restrictions, with the 

aim of protecting users from inappropriate content or sexual activity. Changes in the use of 

technology for social needs can affect the balance of existing policies. Technological 

advancements, especially in the context of social media, create new opportunities for 

criminals to commit offenses in a more efficient, easier way and with less risk of exposure, 
demonstrating how technology can be leveraged for unintended purposes.[20] The approach 

to protecting children from sexual violence in cyberspace is critical and must be approached 

with caution. The interaction between users, technology and the law creates norms that 

continue to evolve in line with changes in law and technology. Social media, which has 

changed the way we communicate, is also changing every day. Exploitation in cyberspace 

has similarities to crimes in the real world, including perpetrators and consequences. The Lex 

Informatica approach, as proposed by Reidenberg, uses technological architecture to regulate 

the flow of information and require or prohibit certain actions on technological platforms.  

In recent times, child exploitation is even conducted in 'real-time', meaning that 

perpetrators can sexually abuse children before or during live broadcasts. In addition, 

attempts to commercialize child sexual exploitation activities have increased significantly, 

with perpetrators using money transfers, bank deposits or virtual currencies for payment. 

Online child sexual abuse is a form of child sexual exploitation that takes place through 

internet live streaming. This abuse can occur through online chat rooms, social media 

platforms, and communication apps that have video features.[21] Perpetrators viewing child 

sexual exploitation material can be passive, i.e. paying to watch, or active, i.e. communicating 

with the provider or instructing the victim. Providers of live streaming child sexual abuse are 

generally women who live in the same country as the victim and use family members and 

specific groups to obtain children as victims. Most providers act alone and commit 

interfamilial sexual abuse within the family context.  In such a way, advances in information 

technology not only affect negative aspects such as child sexual abuse, but also bring positive 

impacts in daily life, including financial transactions. One such innovation is digital wallets 

or e-wallets, which are applications that serve to store money and facilitate payments. Digital 

wallets can be used by anyone without age restrictions. Users only need a smartphone to 

download a digital wallet application, create an account, and top up funds into it, so they can 

make online payment transactions easily. The use of digital wallets by various groups, 

including children, requires strict supervision to ensure that this technology is not misused 

for negative purposes such as online sexual harassment 
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2. Literature Review 
Online transaction systems often adopt encryption technologies and other security protocols 

to protect user identities. Research by Clarke states that while encryption can provide a layer 

of protection, there are significant challenges in maintaining full anonymity due to the need 

for authentication to prevent fraud. Additionally, a study by Chaum on “blind signatures” 

suggests that this technique can enable untraceable transactions, but requires a monitoring 

mechanism to prevent abuse. While anonymity provides advantages in terms of privacy, it 

can also be leveraged for illegal activities such as money laundering, terrorism financing and 

unlawful abuse. Therefore, regulations such as Anti-Money Laundering (AML) and Know 

Your Customer (KYC) are crucial to ensure that the system remains secure without overly 

compromising anonymity. In this context, the balance between individual privacy and 

national security is an issue that continues to be debated in the policy and technology 

development of online transaction systems. 

From a technological standpoint, various methods and protocols have been developed 

to ensure anonymity in online transactions. For example, the blockchain technology proposed 

by Nakamoto through the whitepaper on Bitcoin enables relatively anonymous transactions 

through the use of public addresses that are not directly linked to the user's identity. Other 

research by Zyskind, Nathan, and Pentland developed the concept of “decentralized privacy” 

using blockchain to protect personal data. However, major challenges remain in integrating 

anonymity with strict regulations. For example, AML and KYC rules implemented by many 

countries demand user identification to prevent illegal activities. This creates a paradox 

where the system must maintain user anonymity to protect privacy, but must also comply 

with regulations that demand transparency to prevent abuse. 

Livestreaming is a technology that enables real time video recording and broadcasting 

over the internet. Almost all social media platforms support live streaming between users, 

such as Facebook Live and TikTok Live. This also applies to messaging apps such as 

WhatsApp, Discord, and Facebook Messenger; streaming-only services such as Twitch, 

Omegle, Hot51, and Manggo; and video calling software popular during the Covid-19 

pandemic such as Microsoft Teams, Zoom, and Google Meet.[22] In the early days of video 

streaming, the term web cam was used, but today streaming technology encompasses a wide 

range of devices with cameras and network connections, from professional cameras to 

computer cameras, cell phones, and other internet devices such as glasses, watches, and 

drones.[23] From a user's perspective, live streaming has not undergone any significant 

changes in recent years, except for improved video quality, a delays-free experience, and 

easier accessibility.  

The lack of uniformity in definitions is one of the problems present in the issue of 

grooming. This is because there is no valid method to assess whether grooming has been or 

is being practiced. Gabrielle Kassel and Anne Barnard define sexual grooming as a form of 

sexual harassment, which is manipulative, slow, and structured treatment until the victim 

consents to sexual activity.[24] Although anyone can potentially become a victim of sexual 

harassment, children and women are vulnerable groups who are often victimized. What is 

meant by a child is someone who is not yet 18 (eighteen) years old, even including children 

who are still in the womb, which has been defined in Article 1 paragraph (1) of Law Number 

23 of 2002 concerning Child Protection. Abu Huraerah in his book entitled "Violence Against 

Children" notes that sexual violence is a sexual practice that is considered deviant from 

religious teachings and violates the law because it is carried out with violence, but does not 

include sexual harassment as one of its categories.[25] While the United Nations High 

Commissioner for Refugees (UNHCR) categorizes sexual harassment as part of sexual 

violence, then defines sexual harassment as unwanted sexual behavior that offends or makes 

uncomfortable and is likely to cause offense or humiliation such as sending sexually 

suggestive communications in any form.[26] This explanation is also reflected in the Law on 

Violence, which defines sexual harassment as sexual violence committed in the form of 
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physical or non-physical actions related to sexual desires or parts of a person's body, so that 

it can cause other people to feel intimidated, humiliated, embarrassed, or degraded. 

 

3. Methodology 
This research is a normative juridical research that is needed to understand the relationship 

between legal sciences and the study of legal elements, in this case written law. In connection 

with that, this research uses a conceptual approach. Marzuki noted that a conceptual approach 

is taken when researchers do not depart from existing legal rules to build arguments and solve 

the issues at hand, but by building concepts from tracing secondary legal sources studying 

views and doctrines as a research foothold.  In addition, this research also uses a statutory 

approach which is used to examine related regulations in order to find a legal vacuum in this 

legal problem. The research specification used in this research is descriptive analytical. When 

viewed from the nature and purpose, this research is descriptive legal research or can also be 

called descriptive legal study, namely legal research that is explanatory in nature and aims to 

obtain a complete picture of certain legal events that occur in society. Apart from that, this 

research is also prescriptive such as studying the objectives, validity of rules, concepts, and 

legal norms and values of justice. 
 

4. Discussion and Findings 
The internet can be abused by perpetrators intent on contacting children, making any platform 

that offers live streaming a potential target for criminals, increasing the severity of behaviors 

or bad habits such as online victimization, online sexual misconduct and online isolation.[32] 

Cliff Roberson and Elena Azaola even found that rebellion, boredom, ignorance of the law, 

the influence of friends in cyberspace, the anonymity factor, the power relationship between 

the perpetrator and the victim and the ease of access are factors that encourage someone to 
commit a crime.[33] Furthermore, anonymity, amplification, and the difficulty of eliminating 

digital traces and publications will exacerbate the impact of sexual violence committed in 

cyberspace, perpetrators often use the convenience provided by cyberspace to harass 

someone.[34] 

At the beginning of 2023, there were 212.9 million internet users and 167 million 

social media users, equivalent to 60.4% of the total population in Indonesia.[9] A report 

reveals that 87% of children in Indonesia have interacted with social media before the age of 

13. Among children from low-income households, 92% are familiar with social media at an 

early age.[35] Interestingly, the average Indonesian child is introduced to social media by the 

age of 7. Furthermore, of the 92% of children from low-income families, 54% were already 

using social media before the age of 6. The report also highlights children's vulnerability to 

online sexual violence, exacerbated by the high number of underage social media users in 

Indonesia. 

A recent report reveals that a significant majority (87%) of Indonesian children are 

introduced to social media before they turn 13, with children from low-income households 

experiencing exposure even earlier—92% of them by the same age. Alarmingly, the average 

age at which Indonesian children become acquainted with social media is as young as 7, with 

over half (54%) of those from low-income families starting before age 6. This early exposure 

raises concerns about their vulnerability to sexual violence in cyberspace. Under the 

Convention on the Rights of the Child,[36] which Indonesia ratified in 1990, the country 

commits to safeguarding children’s rights to health, protection, and non-discrimination, 

ensuring that children’s best interests are the primary consideration in all actions affecting 

them, as mandated by Article 3 of the Convention and elaborated in the Juvenile Justice 

System Law No. 11/2012. 

The principle of the best interests of the child must result in legal protection that 

focuses on the fulfillment of the happiness of children's rights. Basically, child protection 

seeks to avoid and respond to unfavorable situations from any violation of children's 
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rights.[37] In the Elucidation of Law No. 35 of 2014 concerning Amendments to Law No. 

23 of 2002 concerning Child Protection, it is explained that Child Protection is carried out 

based on the principles of non-discrimination, the best interests of the child, respect for the 

child's opinion, the right to live, grow and develop. In fact, the urgency of protecting 

children's rights is motivated by their vulnerability to sexual violence.[38] 

The affordances of cyberspace have generated capabilities and opportunities and 

removed obstacles for perpetrators of sexual violence. Such as sexual grooming, using 

approaches to desensitize children, stimulate sexual curiosity, undermine rejection, 

normalize sexual activity, and validate sexual relationships between adults and children so 

as to ensnare children into victims of sexual exploitation such as live streamed sexual 

abuse.[39]  Apart from that, one of the factors of children's vulnerability in cyberspace is 

indicated by the massive number of internet sites categorized as negative content as marked 

by 2,624,750 blocked from August 2018 to September 2021, of which 1,536,346 came from 

websites and 1,088,404 from social media, most of which were pornographic content,[37] 

the Indonesian government through the Ministry of Communication and Information has 

presumably carried out its function to protect children from exposure to negative content. 

Reflecting on the situation, Lizzie O'Shea notes that digital technology keeps us tied to the 

place where we engage with the world and exerts psychological influence as social 

interactions and content consumption increasingly occur online.[40] 

Recently, Indonesians have become increasingly aware of the crime of “sexual 

grooming” which has become a serious social issue.[41] The term often appears in news 

reports. One alarming case occurred in early 2022 in Bandung City, where two girls were 

sold online for sexual exploitation at a rate of 700,000 Rupiah per date.[42] A similar case 

occurred in Surabaya, where a 15-year-old girl was sold by her neighbor for the same purpose 

through the MiChat app.[43] These criminals also use the internet to seek out and exploit 
children online, such as the case in West Jakarta in 2019, where a man conducted "child 

sexual grooming" through online games.[44] Apart from that, perpetrators generally take 

advantage of economically struggling families while luring parents in exchange for 

exploiting children such as live-streaming sexual abuse of children, the situation is also 

happening in Southeast Asian countries where some parents consider online sexual 

exploitation to be harmless to children because there is no physical interaction. In Australia, 

Financial intelligence has identified an Australian man who sent payments to a known child 

sexual exploitation provider in the Philippines to watch online as victims as young as seven 

years old were sexually exploited. 

In the report “Financial Crime Guide: Combating The Sexual Exploitation Of 

Children For Financial Gain”, it is mentioned that one of the sexual exploitation of children 

involving finance is live online child sexual abuse, one of which is online sexual grooming. 

This further shows that child sexual grooming has managed to adapt and even expand the use 

of the internet to facilitate sexual abuse,[45] one of them is the case of live streamed child 

sexual abuse for the purpose of production, distribution and consumption of CSAM or child 

pornography.[3] The scale, complexity and harm of online facilitated child sexual abuse and 

exploitation is increasing, with technology enabling the emergence of new forms of child 

abuse such as live streaming of sexual abuse of children and sextortion of children, often to 

coerce a child to participate in the production of child sexual abuse material under threat. 

Concerns about sexual violence in cyberspace have led most countries to set a 

minimum age of 13 to access social media platforms, in line with the Children's Online 

Privacy Protection Act (COPPA) and the European Union's General Data Protection 

Regulation (GDPR) which sets 13 as the minimum age at which children can consent to the 

processing of personal data.[49] However, experts have recently proposed raising the age 

limit to keep up with modern advances, on the basis that the experience of using the internet 

is much different than it was in the 1990s.[50] This condition is also validated by Thorn and 

Benenson Strategy Group, whose report shows that 27% of boys aged 9 to 12 have used 

dating apps, which should only be accessible and used by adults.[51] In line with that, 
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Cameron Giles noted that online dating apps have attracted more attention because they have 

such a risk from the sexual motivations and desires of their users.[52] This indicates that age 

restrictions are in fact still not effective enough in preventing children from accessing social 

media, as noted in a study conducted by Tomasz Huk that 71.97% of 157 children aged 10-

12 years in Poland admitted that they had Facebook accounts created by manipulating 

identities to attract the attention of other users, (they) even realized the restrictions related to 

the minimum user age limit that they violated.[53] With this situation, Al-Samarraie in his 

writing highlights the weakness of age restrictions as a way to control access to social media, 

underage users can still access social media with the help of relatives, friends and even by 

falsifying their age.[54] 

The age verification system that is currently available has been deemed ineffective to 

the extent that children can have access to social media content that is not in accordance with 

their needs, thus making protection measures will never work properly because it is not 

adjusted to the actual age.[55] Like the social media platform Facebook, which has facilitated 

perpetrators of sexual violence by exploring relationships such as friendship to gain trust and 

comfort to connect to ensnare potential victims.[56] In line with that, as a report from Thorn 

and Benenson Strategy Group noted that 21% of 609 girls had experienced sexual 

interactions on Instagram, this fact makes Instagram one of the media platforms that has the 

highest percentage of sexual interactions between minors and adults.[51] So social media 

such as Instagram and Facebook and sites that provide random video chat rooms such as 

Omegle are still the favorite platforms for perpetrators to find their victims, who often use 

sweet-talk strategies, which include praise, flattery, love and affection when communicating 

with children to get compliance in order to abuse them.[57] 

The financial sector is crucial in detecting and preventing OSEC through its obligation 

to monitor and report suspicious transactions under anti-money laundering laws like 
Government Regulation No. 43/2015 and Law No. 8/2010. Financial service providers, under 

regulations issued by the Financial Transaction Reports and Analysis Center and overseen 

by the Financial Services Authority (OJK), must adhere to strict reporting protocols, 

including the KYC principle. By analyzing Suspicious Activity Reports (SARs) and 

Suspicious Transaction Reports (STRs), financial institutions can uncover potential OSEC 

activities, aiding law enforcement in tracking down perpetrators, seizing criminal proceeds, 

and rescuing victims. Effective collaboration among financial institutions, law enforcement, 

and governments is essential to curb the payment channels for child exploitation materials 

and protect children from abuse. 

Anonymity in online transactions poses significant legal, technological, and ethical 

challenges. In Indonesia, laws such as the Electronic Information and Transaction Law (ITE 

Law) and the Minister of Communication and Information Technology Regulation No. 

20/2016 on Personal Data Protection in Electronic Systems regulate the handling of personal 

data by electronic system providers. These regulations mandate the protection of personal 

data's confidentiality, integrity, and availability. The ITE Law specifically requires that the 

use of personal data through electronic media must be consented to by the individual involved 

unless other legal provisions apply. This aligns with international standards like the EU's 

General Data Protection Regulation (GDPR), which also emphasizes individual consent and 

rights over personal data. Furthermore, many online transactions, particularly those involving 

sensitive negotiations over price and terms, often use platforms that provide a degree of 

anonymity, utilizing common technologies and services like mobile devices and payment 

platforms such as PayPal and Western Union. 

In 2020, France has introduced an age verification system for accessing pornographic 

sites, a policy created to ensure minors do not have access to pornographic content.[58] 

Similarly, Germany has also taken the same approach with regard to age verification, when 

adult-only sites fail to carry out age checks, allowing children to access them.[59] However, 

to date, the method for age verification is still dominated by poorly verified age certification, 

which is done by simply entering the date of birth to confirm that the site visitor is an adult, 
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this simple method has been carried out by social media platforms and even pornographic 

sites, posing a higher risk of harm to children. 

Social media platforms such as Instagram, Facebook, and Youtube have actually set 

the age of 13 as the minimum age to access their social media platforms, but age verification 

is only done with personal statements that have not been verified properly.[60] Indonesia, 

through the Personal Data Protection Bill, will also impose an age limit and parental consent 

for children under the age of 17 when registering for a social media account.[61] However, 

when it was passed into Law Number 27 of 2022, the Personal Data Protection Law only 

required the consent of parents and/or guardians to the processing of children's personal data. 

In fact, the parental consent used by some platforms is also not necessarily efficient,[62] 

some parents even want their children to have access to social media and are very likely to 

help their children to circumvent age restrictions.[63] 

As for the technical arrangements, it can consider policies implemented in Japan such 

as in the dating app Tinder, which has already introduced stricter age verification mechanisms 

such as the age requirement of at least 18 years old which must be proven by a driver's license 

(SIM), passport or health identification.[64] Furthermore, stricter age verification systems 

can be a proactive measure in preventing or limiting access to and dissemination of CSAM 

materials available on the internet.[65] Therefore, completing and verifying user identity 

should be a security standard as a prerequisite for accessing social media.[66] Apart from 

facilitating perpetrators to coordinate their activities globally, the internet has also been used 

to sexually abuse children and advertise prostitution, making live streaming sexual 

exploitation and sex trafficking one of the fastest growing criminal industries in 

cyberspace.[67] The report also supports other research showing that perpetrators have 

successfully adapted and even expanded their use of the internet to facilitate sexual 

violence,[45] Therefore, Indonesia should require financial institutions to report any 
transactions related to sexual exploitation, enabling law enforcement to act more quickly. 

Furthermore, it is necessary to standardize the minimum age and require strict age 

verification in accessing social media and financial services to protect children from a series 

of vulnerabilities that can lead to sexual violence in cyberspace. 

 

5. Conclusion 
The internet has become an easy arena for criminals to make contact with children, 

making platforms that offer live streaming services potential targets for criminal activity. 

Factors such as anonymity, boredom, ignorance of the law, and the influence of virtual 

friends create opportunities for inappropriate sexual behavior and online isolation. In 

Indonesia, with high internet usage among minors, the urgency to protect them is even more 

crucial. The need for stricter regulations, such as effective age verification and greater 

involvement of the financial sector in reporting suspicious transactions, are important steps 

to reduce access to harmful material and protect children from sexual exploitation. 

Implementation of these protection systems should be prioritized to create a safe digital 

environment for the younger generation. 
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without it, progress in protecting children's rights from sexual exploitation would not be 

possible. 
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