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Abstract. In 2021, Sigi Regency is the area with the highest level of diabetes mellitus 

in Central Sulawesi Province, as evidenced by the number of patients at RSUD Tora 

Belo which continues to increase where in 2020 there were 466 patients and in 2021 it 

increased to 526 patients.  Accurate classification of people who have positive or neg-

ative laboratory test results for diabetes mellitus is important to get the right treatment. 

The purpose of this study is to classify the status of people who have positive or nega-

tive laboratory test results for diabetes using random forest applied to the C5.0 algo-

rithm. The results obtained are that the Low Density Lipoprotein variable is the most 

important variable in the classification with a mean decrease gini value of 40.701691 

so that the main factor that causes a person to suffer from diabetes mellitus is the Low 

Density Lipoprotein variable with a classification accuracy of 88.17%.  
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1 Introduction 

Based on data from the World Health Organization (WHO), it is estimated that 422 
million adults have diabetes mellitus. The International Diabetes Federation (IDF) or-
ganization in 2019 also said that at least 463 million people in the age group of 20-79 
years in the world suffer from diabetes or equivalent to a prevalence rate of 9.3%. 
Indonesia ranks third in the Southeast Asia region with a prevalence of 11.3%. In 
Central Sulawesi Province, the area with the highest number of diabetes cases is Sigi 
Regency. Sigi Regency experienced an increase in cases of there were 15,244 patients 
with diabetes mellitus and 704 people who received treatment. The comparison be-
tween treatment recipients and those suffering from diabetes mellitus is much different 
[1]. 
 
To be able to identify diabetes mellitus, it is necessary to know the characteristics of 
diabetes mellitus patients through various laboratory tests. The laboratory test results 
have discrete values that can be categorized, therefore a machine learning method is 
needed to classify diabetes mellitus disease, including random forest applied to the 
C5.0 algorithm. Random forest is used to build several decision trees and combine 
them to get more accurate and stable predictions as well as one of several ways to 
overcome the problem of overfitting, while C5.0 is used to maximize the level of user 
interpretation of the results presented in two forms, namely using a decision tree and  
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a set of easy-to-understand rules. This method will form a number of trees, where one 
tree will provide one voting unit. The final result on classification is done by majority 
voting, or the most votes will be taken [2]. 
 
Random Forest is a flexible and easy-to-use machine learning algorithm that produces, 
even without the use of many parameters, relatively good results. It is also one of the 
most widely used algorithms, due to its simplicity and diversity. Meanwhile, the C5.0 
algorithm is one of the data mining methods with classification techniques based on 
the decision tree algorithm, making it easier to interpret the final results in the form of 
a decision tree that is easy to understand [3]. 
 

2 Data and Method 

The stages of preparing and estimating using random forest are: 

1. Random sampling is done with 𝑛 sized selection from the training data cluster. 

This stage is called the bootstrap stage.  

2. Random selection of explanatory variables 𝑚 times, with 𝑚<d. This stage is car-

ried out during the sorting process in single tree formation. This stage is called 

the random sub-setting stage. 

3. Repeat steps a-b for k times so that k random trees are obtained. 

4. Perform joint estimation based on the k trees. Note that at each time of tree for-

mation, the candidate explanatory variables used for splitting are not all the vari-

ables involved but only some of them are randomly selected. It is conceivable 

that this process produces a collection of single trees of different sizes and 

shapes. The expected result is that the collection of single trees has a small cor-

relation between the trees. This small correlation results in the variance of the 

random forest result being small and smaller than the variance of the bagging re-

sult [4]. 

 

Before applying random forest first to form a C5.0 decision tree, as follows [5]. 
Entropy (S) = ∑ −pi log2(pi)

n
i=1    (1) 

Gain (S, A) = Entropy (S) − ∑
[Si]

[S]
 Entropy (A)n

i=1  (2) 

Gain Ratio =
Gain (S,A)

∑ Entropy (Si)n
i=1

    (3) 

 
Figure 1. Illustration Of Random Forest 
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The data used in this study are secondary data obtained from Torabelo Hospital, Sigi 

Regency. The population used in this study is data on the number of patients with dia-

betes mellitus in Sigi Regency while the sample used from this study is data on the 

number of patients with diabetes mellitus at Torabelo Hospital, Sigi Regency in 2022 

which amounted to 465 patients. The following variables were used in the study: 

Table 1. Description of Variables 

Variables Description 

Y Diabetes Mellitus 

X1 Gender 

X2 Age 

X3 Blood Glucose/2h 

X4 Fasting Blood Glucose 

X5 High Density Lipoprotein (HDL) 

X6 Low Density Lipoprotein (LDL) 

X7 Triglycerides 

 
Data analysis in this study used Random Forest on the C5.0 algorithm with the help 
of R-studio software. The stages of the analysis carried out are as follows: 
1) Performing data collection 
2) Perform descriptive statistical analysis 
3) Dividing data into 80% training data and 20% testing data 
4) Perform boostrap sampling to take samples 
5) Performing the C5.0 algorithm on training data  
6) Repeat the above process until it forms a lot of trees  
7) Classification is done by majority vote or taken the most votes 
8) Evaluate the model by calculating the accuracy, sensitivity and specitivity values 

on the testing data. 

3 Results and Discussion 

The first step taken in the process of forming the C5.0 decision tree algorithm is to 
calculate the entropy, information gain and gain ratio values. 

Table 2. Calculation of entropy and gain ratio of node 1 

Variable 

X 
Category 

Variable Y 
Total Entropy Gain Gain Ratio 

0 1 

X1 
1 60 119 179 0,92 

0,0002 0,0001 
2 67 126 193 0,931 

X2 

1 28 10 38 0,831 

0,205 0,063 2 34 21 55 0,959 

3 49 59 108 0,994 
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4 16 155 171 0,448 

X3 

1 109 41 150 0,846 

0,344 0,203 2 11 142 153 0,373 

3 7 62 69 0,474 

X4 

1 102 25 127 0,716 

0,37 0,22 2 12 87 99 0,533 

3 13 133 146 0,433 

X5 
1 36 95 131 0,848 

0,008 0,004 
2 91 150 241 0,956 

X6 

1 100 20 120 0,65 

0,384 0,237 2 10 92 102 0,463 

3 17 133 150 0,51 

X7 

1 99 59 158 0,953 

0,2 0,093 2 22 158 180 0,536 

3 6 28 34 0,672 

 

Based on Table 1, it is obtained information that the variable that has the highest gain 
ratio value is the low density lipoprotein (X6) variable, which is equal to 0.236637378, 
so the low density lipoprotein (X6) variable is used as the root node or root of the tree. 
 

 
Figure 2. C.5 Decision Tree 

 
Based on table 1, variable X6 has the highest gain ratio value. If variable X6 category 
1, and variable X4 category 1,2, then it is classified into the category of no diabetes 
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mellitus, whereas if variable X6 category 1 and variable X4 category 3, then it is clas-
sified into the category of diabetes mellitus. If variable X6 category 2,3 and variable 
X3 category 2,3 then it is classified into the category of diabetes mellitus, whereas if 
variable X6 category 2,3, variable X3 category 1, and variable X2 category 2,4 then it 
is also classified into the category of diabetes mellitus, whereas if variable X6 category 
2,3, variable X3 category 1, and variable X2 category 3 then it is classified into the 
category of not diabetes mellitus. If variable X6 category 2,3, variable X3 category 2,3, 
variable X2 category 2,4, and variable X1 category 1, it is classified into the diabetes 
mellitus category, whereas if variable X6 category 2,3 and variable X2 category 3, and 
X1 category 2, it is classified as not having diabetes mellitus. If variable X6 category 
2,3 and variable X2 category 1, then it is classified into the category of diabetes melli-
tus, whereas if variable X6 category 2,3 and variable X1 category 2, then it is classified 
as not diabetes mellitus. 
 

Table 3. Confusion Matrix of C5.0 

Predic-

tion 

Actual Total 

1 0 

1 57 6 63 

0 6 24 30 

Total 63 30 93 

 
Table 4. Out of Bag Random Forest 

Ntree Error 

100 10,48% 

250 10,75% 

500 10,48% 

750 10,22% 

1000 10,22% 

 
Based on Table 4, it is obtained that the smallest error value is at ntree 500, which is 
10,22%, so it can be concluded that the optimum ntree is 750. 

 
Table 5. Confusion Matrix of Random Forest 

Predic-

tion 

Actual Total 

1 0 

1 57 5 62 

0 6 25 31 

Total 63 30 93 

 
Based on Table 5, it is obtained that the amount of data used as evaluation is 93 data, 
where the correctly predicted class 1 is 57 data and the correctly predicted class 0 is 
25 data. In addition, there are also errors in classification where there are 5 data in-
cluded in class 0 but predicted as class 1 and 6 data included in class 1 but predicted 
as class 0. 
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Table 6. Comparison of C5.0 performance with ensemble random forest 

Model 

Evaluation 

C5.0 C5.0 + Random For-

est 

Accurasy 84,95% 88,17% 

Sensitivity 83,33% 90,48% 

Specitivity 85,71% 83,33% 

 
Based on the results of the calculations carried out, the accuracy value is 88,17%, the 
sensitivity value is 90,48% and the specitivity value is 83,33%, so it can be concluded 
that the ensemble random forest has succeeded in improving the performance of C5.0. 
 

4 Conclusion 

Based on the results and discussion, it can be concluded as follows. 
By using the C5.0 algorithm, a classification model is obtained where the main factor 
that affects a person suffering from diabetes mellitus is the Low Density Lipoprotein 
variable (X6). Ensemble random forest successfully improves the performance of C5.0 
with an accuracy value of 87.1%. 
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source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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