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Abstract  

In the present age, the influx of AI-driven generative tools such as 

ChatGPT,  most especially in the higher institution context, is alarming. Students 

are faced with the challenges of making ethical decisions regarding the possible 

options of whether to use AI generative tools to do their assignment or use the 

conventional search engine, which seems to be more ethical but rigorous and 

time-consuming. With this background, this systematic review seeks to address 

several ethical issues faced by higher education and how they influence their 

decision-making ability while using AI-driven generative tools. This systematic 

review explores the scope and nature of ethical dilemmas in using AI-driven 

generative among higher education students by synthesising secondary research 

(e.g., systematic reviews) indexed in the Web of Science, Scopus. This review 

paper, guided by the Preferred Reporting Items for Systematic Reviews and 

Meta-analyses (PRISMA) framework, reviews empirical studies of AI generative 

tools solely for higher education, which were published in English between 2020 

and July 2024. Seventeen out of the 413 studies accessed during the research 

were included in the scope of the research. Studies that were conducted with AI-

generate tools or that examined the ethical dimension of possible educational 

intervention from the perspective of any study group/sample were included as 

well, and any studies that focused on higher education students’ ethical 

challenges while using AI were equally included. Ethical issues arising in the 

studies were examined in the context of the ethical framework determined by [1]. 

The general characteristics of the studies included in the scope of the research, 

research designs, technologies used, and ethical issues that arise are presented. 

The findings from this study will provide a comprehensive understanding of the 

ethical dilemmas higher education students face using AI generative tools, most 

especially while doing their assignments.  
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1. Introduction 

The promise of generative artificial intelligence (AI) tools to transform higher edu-

cation by strengthening educational practices, boosting learning outcomes, and offer-

ing students individualized support is becoming more widely acknowledged [2]. Nu-

merous academic uses for these tools exist, such as individualized instruction, auto-

mated evaluation and feedback generation, virtual assistants, content production, sup-

port for research, and more [2]. Teachers can assist students in gaining the necessary 

abilities to use AI effectively in a variety of academic and professional contexts by 

incorporating generative AI technologies into curricula and instructional procedures 

[3]. It can improve student performance, engagement, and accomplishment, but prop-

er use calls for ethical concerns, teacher preparation, and successful implementation 

techniques [4] 

The effects of generative AI (GenAI) tools on students in higher education are the 

subject of several studies. According to research, students are typically favourable and 

well-informed about GenAI, seeing its potential to transform academic research and 

offer tailored learning support (Al-Zahrani, 2023; Chan & Hu, 2023). Students say 

that utilizing GenAI to broaden the scope of projects, increase productivity, and help 

with writing and brainstorming has been beneficial [5], [6], [7] 

However, concerns have also been raised over privacy, accuracy, ethical dilemmas, 

and the impact on human growth [7], [8]. Additionally, there have been concerns 

expressed about the possibility of student abuse of genAI technologies and their ca-

pacity to help students pass specific university courses[9], [10]. There is moderate use 

of generative AI in higher education, which has an impact on traditional assessments 

and raises questions regarding academic integrity [11]. For example, ChatGPT pre-

sents issues with academic integrity in higher education. However, according to some 

observers, it can improve student learning and change the way that teaching and eval-

uation are done [12]. Because of this, there is a current discussion in academic con-

texts about the possible uses of genAI tools in higher education [13] and the extent to 

which students should use these tools [14] with differing opinions.  

The above discussion makes clear the opportunities and difficulties associated with 

generative AI in higher education [15], [16]. This means that even with all of the ad-

vantages that students could experience from adopting genAI, they still have to deal 

with moral and ethical dilemmas. They are forced to choose between giving up their 

sense of dignity and moral principles in order to take advantage of the priceless 

chances that genAI presents, putting them in a precarious ethical situation.  

On the other hand, an ethical dilemma is characterized by a circumstance in which 

a person must decide between two or more ethical mandates that contradict one an-

other, and each has the potential to cause unfavourable consequences for one or more 

people [17] It entails selecting between two options that are incompatible with one 

another, and both have the potential to cause moral harm [18]. People must make 

morally right decisions or equally wrong decisions when faced with ethical dilemmas 

when picking one forbids choosing the other [19]. Additionally, there are instances in 

which there is an obvious ethical choice that is difficult to carry out due to external 
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circumstances, such as competing interests [20]. On these occasions, ethical problems 

arise. 

1.1 Problem Statement 

Professionals often describe ethical dilemmas as conflicts of interest, where profes-

sional regulations clash with personal moral values [21]. These dilemmas are extem-

poraneous, and decisions regarding them can be guided by thoughtful analysis [22]. 

The resolution of ethical dilemmas depends on the specific situation at hand and can-

not be generalized to all ethical challenges [23]. Ethical dilemmas typically involve 

competing ethical principles, where adhering to one principle may conflict with an-

other [24]. Therefore, in the context of the present study, university students could be 

faced with competing interests, such as enjoying the enormous benefits provided by 

genAI or adhering to the ethical principle concerning academic integrity. It should be 

noted that handling ethical dilemmas requires sensitivity, experience, and sound 

judgment, qualities that cannot solely be acquired through technical knowledge [25]. 

It is, therefore, important for students to navigate these dilemmas thoughtfully, con-

sidering conflicting ethical directives and potential outcomes to make decisions that 

align with ethical principles and academic responsibilities. 

Due to the importance of the issues of ethics and moral values in education, several 

studies have been conducted to investigate how the use of genAI can harm university 

students' moral values and integrity. For instance, [26] stated that while AI technolo-

gies offer opportunities to enhance learning experiences, concerns about ethical im-

plications have been raised [27].  There are concerns about the ethical use of AI in 

education [28]. Incorporating AI in educational settings raises questions about main-

taining academic integrity, especially with AI-generated content [29]. Another author 

asserted that there is a need to address ethical issues surrounding AI technologies 

[27]. It was added from a study that Generative AI can produce text that appears to be 

written by a human author, potentially casting doubt on the integrity of online as-

sessments and reverting to handwritten examinations [30]. GAI raises concerns about 

academic integrity and biases within AI models, highlighting the need for fairness and 

equity in AI-based assessments for international students [31]. While GAI can en-

hance teaching, learning, and evaluation, it also poses risks to data privacy, academic 

integrity, and teacher-student relationships [32]. When personal moral principles con-

flict with professional requirements, ethical dilemmas are sometimes referred to as 

conflicts of interest by professionals [33]. Although these selections are made on the 

spur of the moment, careful consideration of the options can help [22]. [34] assert that 

the solution to an ethical dilemma is contingent upon the particular circumstances 

involved and cannot be applied universally to all ethical dilemmas. Usually, ethical 

dilemmas entail conflicting ethical concepts, such that upholding one may make it 

impossible to follow another [35]. Thus, in the context of the current study, university 

students may have to choose between upholding the moral precept of academic integ-

rity and reaping the vast rewards offered by genAI. It should be highlighted that re-

solving ethical quandaries calls for sensibility, wisdom, and good judgment—qualities 

that cannot be obtained only by technical education[25]. As a result, students must 
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approach these moral conundrums with consideration, weighing competing moral 

obligations and possible results in order to make choices that are consistent with mor-

al standards and academic obligations. 

Numerous studies have been done to look into how using genAI can affect univer-

sity students' moral integrity and values because moral values and ethics are important 

topics in education. For example, [26]oted that although AI technologies present 

chances to improve educational experiences, questions concerning their ethical con-

sequences have been brought up [27].  The moral use of AI in education is a source of 

worry [28]. Maintaining academic integrity is a concern when integrating AI into 

educational environments, particularly when using AI-generated content [29]. Ac-

cording to a different source, ethical concerns around AI technologies must be ad-

dressed. According to a study, generative AI can create writing that looks to have 

been produced by a human author. This could raise concerns about the validity of 

online tests and lead to a return to handwritten exams[30]. GAI highlights the need for 

justice and equity in AI-based assessments for international students by raising ques-

tions about academic integrity and biases within AI models [31]. Although GAI has 

the potential to improve teaching, learning, and assessment, there are hazards to aca-

demic integrity, data privacy, and teacher-student relationships [32]. 

 

There is an influx of empirical studies linking genAI with ethical challenges for 

higher institution students. Some of these studies provided practicable solutions to 

this issue. Therefore, one of the main rationales for this systematic review is to Identi-

fy the ethical issues identified by previous studies and synthesize them in a single 

document. This systematic review also seeks to explore several strategies suggested 

by previous studies to resolve the ethical dilemma faced by university students while 

using genAI. Finally, this study equally seeks to provide a list of directives and poten-

tial outcomes that will assist students in making meaningful decisions that will align 

with ethical principles and academic integrity and, at the same time, allow them to 

benefit from genAI to foster their academic and professional development.  

2. Methodology 

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses [36], 

[37] were followed in conducting this systematic review. We carried out a thorough 

search for systematic reviews written by academics from Asian institutions and pub-

lished in journals related to hospitality and tourism. The current work offers an “ex-

planation and elaboration” of the PRISMA reporting checklist elements that are fol-

lowed to conduct systematic reviews in the social sciences by adhering to the meth-

odologies of the above mentioned works. 

2.1 Eligibility and Exclusion Criteria 

The systematic review process consists of four main steps: identification, screen-

ing, eligibility, and inclusion. As a result, the first thing this section does is provide 
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the predetermined eligibility and suitability criteria for the important procedures of 

screening out and excluding non-eligible components. The requirements for eligibility 

include relevant empirical data from relevant journals as well as pieces from the liter-

ature. After that, they will be taken out, examined, and put to use. Article reviews, 

book series, novels, book chapters, brief surveys, and conference papers are among 

the things that are excluded. The second area of emphasis for the systematic review is 

the ethical conundrum raised by university students' use of GenAI. As a result, only 

indexed papers in fields like education, social sciences, artificial intelligence, and the 

humanities are included. 

Moreover, only English-language publications were considered in the systematic 

review. Consequently, items not available in the three languages and publications 

from the hard sciences are excluded. Thirdly, one of the characteristics is the time 

frame from 2020 to 2024. Finally, if a study satisfies the aforementioned preset re-

quirements, it will be accepted regardless of where it was done. 

2.2 Systematic review process 

The present study commenced in June 2024 and used a four-phase systematic re-

view methodology (see Figure 1). In essence, the first step required using a thesaurus 

check to identify important keywords that would be used in the identification proce-

dure. This stage also included terms that were used in earlier research' search results. 

Notably, terms associated with moral dilemmas surrounding students' use of GenAI 

were included in the identification phase (Table 1). After deleting four duplicates, 413 

articles in total were found to be eligible for review in the databases Scopus and Web 

of Science. In order to focus the papers' keyword search in the second phase, or 

screening procedure, earlier, unrelated studies were rejected. During this stage, 335 

materials were eliminated, leaving only 78 materials. The next step, referred to as the 

eligibility procedure, was reading the complete articles. As per the qualifying criteria, 

34 resources were deemed ineligible for inclusion in the process due to their lack of 

connection to moral principles in education or language learning and teaching. 

Meanwhile, due to restriction of access, and language differences 27 articles were 

excluded from the eligible ones. The inclusion phase is the last and fourth stage. For 

the review, a total of seventeen papers were chosen because they were appropriate for 

qualitative synthesis. 

 

Table 1. Search keywords. 

Database Database 

SCOPUS ("AI" OR "artificial intelligent") AND ("Higher 

education" OR "university") AND ("education" 

OR "training" OR "student" OR "learning") AND 

(“academic integrity” OR “moral values”) 

WEB OF SCIENCE "Moral" Or "Values" Or "Academic integrity" And 

"University" Or "Higher Education" or "Institu-

tions" And "Students" And “Generative Artificial 
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Intelligence” 

(“AI or Artificial Intelligence”) AND (“Higher 

Education” or “University”) AND (“Moral” OR 

“Academic Integrity”) AND (Students) 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The PRISMA model flow chart 

3. Discussion 

3.1 Ethical Issues Around the Usage of GenAI in Higher institution 

Copyright and Intellectual Property Infringement. 

 

The scholarly paper examined a number of issues that raise moral concerns for stu-

dents using GenAI in higher education. The most well-known ones are intellectual 

property infringement and copyright violations. It all comes down to using someone 

else's intellectual property without permission and in a way that goes against the own-
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er's rights. This GenAI is another person's intellectual property that has been exploited 

without permission. This emphasises how assisting AI tools are being used unethical-

ly in learning and research settings. For instance, concerns over the validity and own-

ership of the submitted work are raised by the problem of students using ChatGPT for 

copyright and intellectual property infringement. The issue here is the correct attribu-

tion of intellectual property. One of the main issues with generative AI, according to 

[38] is its capacity to draw inspiration from unpublished internet resources without 

giving due credit. Authorship and copyright issues will arise as a result, as noted [39].  

Breach of Academic Integrity 

Academic integrity violations, or acts that compromise the moral principles and hon-

esty required in academic contexts, are another important aspect of the ethical dilem-

ma raised by students' use of GenAI in higher education. The majority of universities 

have virtually completely banned these technologies because of the possible risks that 

GenAI poses to academic integrity, as noted by [40]. According to [41], this problem 

can result in a deterioration in academic integrity when students see AI as a substitute 

for their intellectual labour. As a result, the outsourcing of tasks to artificial intelli-

gence has the potential to erode academic integrity through actions like plagiarism, 

the blind acceptance of content produced by AI, and a lack of creative ideas. 

Issues of Authenticity and Originality 

Concerns about originality and authenticity are essential to upholding integrity and 

trust in a variety of fields and have a big influence on how valuable and credible stu-

dent work is. Regarding this matter, [42]confirmed that when students become in-

volved in utilising GenAI, it calls into question the originality of their thoughts and 

challenges the authenticity of their work. Finding a middle ground between learning 

and sincerity. In order to improve learning outcomes while maintaining students' 

sense of success and lowering transactional distance, it is important to integrate AI 

tools appropriately. The main area of concern is the possible influence on students 

during the learning process. 

Meanwhile, suppose it needs to be properly maintained, or pupils are allowed to 

use it without being checked. In that case, these changes run the danger of undervalu-

ing academic credentials and increasing student academic misbehaviour [39]. The 

problem of trust inevitably surfaces when novelty and genuineness are lacking. 

 

Erosion of digital communication trust 

With the ability to produce incredibly lifelike images, audio snippets, and videos, the 

emergence of GenAI technology intensifies worries about deepfakes and false infor-
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mation, posing moral dilemmas about deceit and undermining confidence in digital 

communication [43]. Cybercriminals can even mimic family members' voices using 

short audio samples, creating false emergencies. The prevalence of deepfake pornog-

raphy produced by AI has increased exponentially, impacting individuals worldwide, 

such as students, educators, colleges, and universities[44], [45]. Products are being 

falsely promoted by digitally cloned celebrities like Taylor Swift and Tom Hanks, and 

phoney politicians are featured in a lot of edited videos on the internet. It is becoming 

more difficult to discern between real and fake content due to the growing sophistica-

tion of AI technology [39]. 

Reduced sense of personal accountability 

Because students may see AI as a substitute for their intellectual labour, they may feel 

less personally accountable for maintaining academic integrity as a result of their 

departure from the traditional academic rigour. As a result, the outsourcing of tasks to 

artificial intelligence has the potential to erode academic integrity through actions like 

plagiarism, the blind acceptance of content produced by AI, and a lack of creative 

ideas [41] 

Table 2. Result 

Ethical Dilemma Issues Strategies to Resolve Issues Directives for Ethical 

Decision 

Copyright and Intellectual 

Property Infringement 

 

Breach of Academic Integrity 

 

 

Issues of Authenticity and 

Originality 

Erosion of digital communi-

cation trust 

 

Reduced sense of personal 

accountability 

GenAI Integration and Adaptation  

 

 

Creation of Robust GenAI Policies 

and Guidelines 

 

Creation of an Innovative Assessment 

Method  

Creation of a Character development 

program 

 

Understanding the Principles for 

Detecting Trustworthy Content 

 

Prioritization of student’s well-

being concerning genAI 

 

Awareness of potential risks and 

practical mitigation 

Maintaining Pedagogical founda-

tion 

   

 
3.2 Strategies to Resolve Issues 

From the literature reviewed, several strategies were discovered to counter some of 

these GenAI ethically created issues as can be viewed from table 2 above.  
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GenAI Integration and Adaptation 

There has been a lot of discussion and interest in the application of generative artifi-

cial intelligence (GenAI) in higher education. Numerous scholarly investigations and 

writings have emphasised the possible advantages, difficulties, and consequences of 

implementing GenAI technologies in academic environments. Students now have 

access to more adaptable and customisable resources because of the availability of 

GenAI products like CoPilot, ChatGPT, and Gemini, which are specifically designed 

for learners and courses [46]. These resources could improve education and open up 

new channels for involvement and assistance from students. However, the usage of 

GenAI in higher education begs the concerns of how much students should use these 

technologies and what other uses there might be for GenAI in academia [47]. The 

practical ramifications and difficulties of incorporating AI technologies like ChatGPT 

into the teaching and learning process must be carefully considered by educators [48]. 

A comprehensive ban on LLM-based tools at the institutional level is neither prac-

tical nor enforceable, according to [40] on the situation, GenAI in higher education 

coupled with the identified challenges in determining whether they consider the use of 

such tools to be a breach of academic integrity, and the potential benefits of LLM-

based tools. It is thought that the integration of AI-supported digital tools into the 

classroom setting is extremely likely in the future, despite the possible dangers to 

academic integrity outlined by various research. As such, HEIs must take this into 

consideration when developing future policies. In order to effectively fulfil the chang-

ing demands of students in the digital age, educators must not only continually adapt 

but also exercise oversight and take ethical considerations into account while integrat-

ing GenAI into higher education, thereby ensuring a responsible and effective use of 

these technologies. 

Creation of Robust GenAI Policies and Guidelines 

To guarantee ethical and efficient implementation, the use of Generative Artificial 

Intelligence (GenAI) tools in higher education requires the creation of strong policies 

and guidelines. Evidence-based recommendations are necessary to help students de-

velop their digital literacy, critical thinking, and responsible usage of GenAI technol-

ogy [49]. Higher education institutions must have easily comprehensible policies that 

specify how language models should be used in the classroom [50]. Additionally, in 

accordance with suggested frameworks, university rules for the moral application of 

GenAI are essential [51]. In order to adjust to the changing AI landscape in education, 

it is critical to advocate for regulations that acknowledge and incorporate GenAI tools 

in academic contexts [52]. 

Qadhi et al. (2024) [53] conclude that while artificial intelligence (AI) offers sig-

nificant benefits for advancing education, it also presents risks that require careful 

regulation to uphold ethical norms and academic integrity. The implications under-

score the importance of moral standards, AI literacy, and human-centred AI technolo-

gies, affecting legislators, educators, and AI developers.  However, [54]argue that 
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regulating GenAI in higher education demands a nuanced approach that acknowledg-

es the technology's potential benefits and the imperative to preserve academic integri-

ty. Therefore, a one-size-fits-all approach to GenAI integration in higher education 

may not be appropriate. Instead, when formulating guidelines and strategies for 

GenAI use, organizations should consider cultural diversity. In summary, these 

sources highlight the critical need for universities to establish comprehensive rules 

and procedures for the responsible integration of GenAI tools. 

Creation of an Innovative Assessment Method 

The creation of a novel evaluation technique is essential to addressing the issues 

raised by Generative Artificial Intelligence (GenAI) in higher education. Concerns 

regarding academic integrity, plagiarism, and the need for new assessment techniques 

have been brought up by the incorporation of GenAI in educational contexts [55]. 

Traditional assessment techniques need to be updated due to the growing sophistica-

tion of AI-generated solutions [56]. To successfully change assessment processes, 

educators must partake in professional development activities to advance their 

knowledge of assessment, artificial intelligence, and digital literacy (Xia, 2024). 

Moreover, explicit university regulations addressing concerns about authorial identity, 

academic norms, and ethical considerations are necessary when using GenAI in eval-

uation [57]. In conclusion, a comprehensive strategy that incorporates professional 

development for educators, ethical considerations, responsible use of AI tools, and a 

reevaluation of traditional assessment practices to align with the changing educational 

landscape is required to develop an innovative assessment method to combat GenAI 

in higher education. 

Creation of a Character development program 

It is imperative to take into account a number of factors mentioned in the literature 

while creating a character development programme for the application of generative 

AI (GenAI) in higher education. First and foremost, evidence-based standards and 

rules that support the responsible use of GenAI technologies in higher education are 

needed [49]. According to [49] educational activities ought to prioritise elevating 

students' aspirations for achievement, cultivating positive values, and reducing the 

potential hazards linked with GenAI instruments. The ethical ramifications of deploy-

ing GenAI in education must also be taken into account, especially with regard to 

authorial identity, academic integrity, and university policies [57]. To help educators 

and students use GenAI products appropriately, clear usage norms and ethical consid-

erations must be established. 

Students' opinions, character-building exercises, ethical issues, and the encourage-

ment of appropriate GenAI use should all be taken into account when creating a char-

acter development programme for the use of AI in higher education. Furthermore, the 

health and welfare of teachers, support personnel, and pupils have grown more and 
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more important [39]. Educational institutions can effectively use GenAI tools to im-

prove teaching and learning experiences while assuring ethical and responsible usage 

by incorporating these elements within the programme. 

Directives for Ethical Decision 

It is essential to comprehend the guiding principles for identifying reliable material in 

order to make moral decisions about the application of Generative Artificial Intelli-

gence (GenAI). A crucial component of ethical concerns in AI is trustworthy AI, par-

ticularly in industries like business, education, and healthcare. Ethical standards are 

important in AI applications, according to several research. According to [58], these 

values—beneficence, nonmaleficence, autonomy, fairness, and explicability—are 

crucial for fostering confidence in AI systems. 

The use of GenAI in education presents ethical issues with over-reliance, plagia-

rism, and the muddled identity of authors [49], [57]. Furthermore, an ethical view-

point is required to guarantee the appropriate and ethical use of the technology given 

that GenAI is democratising mental health knowledge and practice[59]. Addressing 

computational problems, maintaining trust, compliance, privacy, and ethics become 

more crucial as GenAI's capabilities advance [60]. Because GenAI has the ability to 

propagate prejudices and reinforce biases in educational settings, its implementation 

must take ethics into account[61]. Therefore, using GenAI ethically across diverse 

areas requires a grasp of and adherence to ethical values. Through the use of benefi-

cence, nonmaleficence, autonomy, justice, and explicability, stakeholders can collabo-

rate to create reliable AI systems that put morality first and encourage technology use 

in a responsible manner. 

Prioritization of students’ well-being concerning GenAI 

When determining whether to outlaw the use of GenAI in higher education, it is im-

perative to take into account the ethical ramifications and difficulties of incorporating 

AI into the classroom. When evaluating student performance and making important 

decisions, AI must be used responsibly and ethically. Transparency, responsibility, 

fairness, and authenticity are just a few of the ethical factors that must be taken into 

account [62], [63]. The use of cutting-edge AI technology by educational institutions 

has brought up a growing number of ethical and pedagogical considerations, under-

scoring the importance of transparent and accountable procedures [64]. 

In addition, university students' mental health is an important factor that needs to 

be considered. Research has indicated an increasing number and intensity of mental 

health problems among college students, underscoring the need of resolving mental 

health concerns to enhance students' general welfare [65], [66]. Students' academic 

performance and general success can be greatly impacted by a number of factors, 

including psychological discomfort, anxiety, and depression [67]. It is thought that 

students who use GenAI tend to have lighter workloads, feel less burdened, and ulti-
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mately have better mental health. The welfare of students must thus come first when 

making judgements about the application of GenAI in higher education. To minimise 

their load and make life simpler for them, this entails resolving ethical issues in AI 

integration and identifying and assisting students' mental health requirements. 

Awareness of potential risks and practical mitigation 

It is critical to recognise and mitigate any potential hazards connected to the deploy-

ment of Generative Artificial Intelligence (GenAI) while making moral decisions 

about its application. The literature has drawn attention to ethical issues such bias, 

accessibility, privacy, and the creation of false information [68], [69]. To identify and 

mitigate these hazards, proactive procedures like as stringent testing, validation, con-

tinuous monitoring, and adherence to ethical standards are crucial [70], [71]. Fur-

thermore, resolving ethical issues and promoting the responsible use of AI technology 

can be aided by the creation of models for AI ethics best practices [72] 

Moreover, it is critical to take into account computing difficulties, the volume of 

training data, and issues with trust, compliance, privacy, and ethics as GenAI's capa-

bilities grow [60]. Organisations should create frameworks that prioritise stakeholder 

interests, carry out in-depth risk assessments, and put policies into place through staff 

training and recurring audits in order to successfully reduce the dangers connected 

with GenAI [73]. The responsible deployment of GenAI can be encouraged by keep-

ing ethical issues in mind and putting appropriate mitigation mechanisms in place. 

This will guarantee that any potential dangers are recognised and dealt with as soon as 

possible. 

Maintaining Pedagogical foundation 

Upholding a pedagogical basis is essential for guaranteeing an efficient and responsi-

ble application of Generative Artificial Intelligence (GenAI) in higher education. 

According to [74], GenAI has the capacity to create interesting learning environ-

ments, simplify the process of creating educational content, and meet the needs of a 

wide range of students. Policymakers can develop educated rules and strategies for 

the responsible and effective adoption of GenAI tools by first understanding students' 

opinions and addressing their concerns. This will ultimately improve teaching and 

learning experiences in higher education [49]. Through individualised learning expe-

riences and techniques for reducing GenAI hazards, educational programmes support-

ing the use of GenAI should concentrate on raising expectancies for success and cul-

tivating positive value attitudes [49]. 

As GenAI shapes the future of academia, reflective pedagogical examination is es-

sential to evidence-guided integration [75]. Raising awareness of disruptive change, 

educating faculty, altering teaching and assessment methods, collaborating with stu-

dents, transferring AI learning literacies, closing the digital divide, and carrying out 

applied research are the main strategies for incorporating GenAI into higher education 
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[76]. By positively addressing study scenarios outside of traditional learning method-

ologies and fostering the development of higher-order abilities and information acqui-

sition, GenAI can improve teaching and learning [55]. Therefore, incorporating 

GenAI into higher education calls for a careful strategy that takes into account the 

pedagogical underpinnings to guarantee that the technology is effectively applied to 

improve teaching and learning experiences while addressing potential dangers and 

problems. 

4. Limitations 

The current study has a number of shortcomings. One of them, for instance, is about 

the decision to use journals as a focal point for the scholarly production in education. 

Although journals are valuable venues for sharing research, it's vital to keep in mind 

that books, conference papers, and book chapters are other ways that educational 

knowledge can be shared. Furthermore, it should be kept in mind that as education 

transcends academic disciplines, articles about education can also be found in journals 

that aren't specifically focused on education (e.g. sociology, anthropology, geography, 

marketing, etc.). Furthermore, it is clear from this study's exclusive focus on English-

speaking systems journals that they do not adequately represent the journals of other 

non-English-speaking nations[77]. 

5. Conclusions 

The results of this study showed that the majority of earlier research focused on a 

single issue, such as how applying GenAI may affect higher education or related 

fields. Only a few studies have offered a thorough analysis of the problems, counter-

measures, and ethical decision-making around the use of GenAI in higher education. 

Therefore, this study adds to the body of knowledge in higher education by providing 

an overview of the applied findings across many subjects and the in-depth analytical 

techniques. These aspects have never been found before. The detected and summa-

rised findings offer various insightful insights for academic scholars in addition to the 

theoretical contribution. In a similar vein, a variety of data analysis techniques can 

enhance the findings and broaden the scope of future research. Lastly, a conceptual 

model is suggested for additional research. 

According to this study, there are a number of areas where GenAI in higher education 

has to be addressed.  According to the survey, there was a steady change in the sub-

jects related to fostering critical thinking in higher education as a result of technology 

integration. Future research topics could benefit from examining the intersection of 

several educational domains with artificial intelligence. The majority of papers lacked 

a theoretical basis in terms of themes and applicable theories/concepts. Therefore, in 

order to improve theoretical rigour, future research can think about including a theo-

retical framework. Further research on copyright and intellectual property infringe-

ment in connection to the use of GenAI is also recommended. It is advised that future 

research use mix method research to have a perfect blend and robust outcome that 
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will be more dependable, as the majority of the examined studies used either qualita-

tive or quantitative methodologies.   

With respect to the three main focuses of this research, practically speaking, it has 

helped advance the ethical use of Generative AI (GenAI) in higher education by in-

fluencing the ethical standards of academic research and publication. First and fore-

most, it guarantees that universities improve their methods for detecting plagiarism so 

as to distinguish between information produced by AI and genuine work. It raises 

ethical concerns about appropriate attribution, encouraging researchers to disclose the 

instances in which artificial intelligence (AI) tools were utilised to produce material. 

This ensures correct attribution and recognition of the contributions made by AI sys-

tems. The paper also calls for higher education to offer revised standards for assessing 

the reliability and novelty of research produced by AI. It offers guidance on how in-

structors and students at higher education institutions should follow stringent data 

privacy laws while utilising AI for research in order to safeguard confidential data and 

guarantee moral data handling. In order to preserve openness and confidence in study 

findings, it makes researchers and students utilising AI more sensitive to the need to 

reveal the type and source of data used to train AI models. Lastly, since the introduc-

tion of GenAI tools is an unavoidable reality in higher education, it encourages insti-

tutions of higher learning to accept student use of GenAI by adjusting it to the cultural 

context of society and to provide ethical guidelines and principles that direct students' 

usage of GenAI in an ethically compliant manner.  In order to teach researchers and 

students about the responsible use of AI in academic settings, it has also encouraged 

institutions to include talks on AI ethics and moral development in their training pro-

grammes for research ethics. 
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