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Abstract. Acid mine drainage waste is waste from which the impact is detri- 

mental to the environment and human health. To overcome the pollution of acid 

mine drainage waste, one of the studies is using biochar-CaO composites to re- 

duce the level of metal content in the waste. Time constraints, expensive materi- 

als, and nonlinear data are the problems in this case. This Final Project research 

uses the Hammerstein-Wiener Neural model to predict the absorption of metal 

content in acid mine drainage waste. The model will be trained with various sce- 

narios, namely variations in the distribution of training data, test data, validation 

data, and variations in the number of hidden nodes. The results showed that the 

Hammerstein-Wiener Neural model is the best model to predict the absorption of 

metal content in acid mine drainage using Biochar-CaO composite with MSE, 

MAE, and MAPE evaluation values of 0.7815, 0.0790, and 0.0130, respectively. 

These values are obtained from the data division of 35% training data, 30% val- 

idation data, and 35% testing data with 160 hidden nodes. The model outperforms 

other models to solve the problem. 
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1 Introduction 

Manufacturing, Production, Electricity Distribution, Construction, Mining, and 

Quarrying are the industry categories that contribute the most to water pollution world- 

wide. The mining and quarrying industry has been studied more extensively to deter- 

mine the extent of its impact on human health and water quality [1]. Water quality 

degradation in these industries can produce acid mine drainage, which has a pH of 1-5 

and contains heavy metals in acid mine drainage that can threaten human health and 

damage the environment [1]. 

Acid mine drainage (AMD) is a hazardous problem once it has contaminated water 

and air. Acid mine drainage comes from mining-related activities such as underground 

and open pit mining, rock dumping, rock cutting, and stockpiling. Although many ef- 

forts have been made for its formation by constructing drainage and dewatering sys- 

tems, only a few have been successful. Some mining companies have also found ways 

to remove metal levels in acid mine drainage, namely by Bioremediation. Still, the ob- 

stacle is the high cost and the possibility of failure which results in bacteria proliferating 

and the limited safety of bioremediation to treat acid mine drainage. Treatment of acid 

mine drainage waste has been carried out in various ways including adsorption. Ad- 

sorption is a method that can be used to absorb a pollutant from water using activated 

carbon or biochar [1]. Other materials are zeolite, shrimp shell waste, and dairy cow 

manure compost. However, this research uses CaO compounds as adsorbents because 

they can increase the pH of acid mine drainage and are easily obtained in coastal areas 

of Indonesia. Several studies have also been conducted to simulate AMD treatment 

using adsorbent. However, this process has a highly nonlinear behavior, hence it is dif- 

ficult to get good results. One of the nonlinear models that has a good performance to 

simulate highly nonlinear processes is block block-oriented model, this model also has 

low computational time hence successfully applied to Model Predictive Control (MPC). 

There are many types of oriented models such as Wiener, Hammerstein, and Hammer- 

stein-Winer models [2-7]. 

The Hammerstein-Wiener Neural Model is expected to be able to build a system or 

composition that is used so that the metal content in acid mine water can be purified or 

neutralized so that it is good for human health and the surrounding environment. In this 

research, the Wiener – Hammerstein model was built using neural network and state 

space models as non-linear blocks and linear blocks, respectively. The neural network 

has a good ability to simulate nonlinear processes [8, 9, and 10]. State space also has 

good performance in simulating nonlinear processes [11]. The performance of the Ham- 

merstein–Wiener model is also compared with the Neural Wiener model and Neural 

Hammerstein model. These models have been developed using experimental laboratory 

data, and simulation study conducted using Matlab software. 
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2 Materials and Methods 

2.1 Materials 

Biochar and CaO 

The materials used in this research have been carried out at the National Research 

and Innovation Agency (BRIN) Tanjung Bintang (Tanjung Bintang, Lampung Selatan) 

using Biochar and Calcium oxide (CaO). In this work, the concentration of Biochar and 

CaO were fixed. 

 

Datasets 

The data is quoted from the results of previous research conducted by [1] The re- 

search was conducted to develop affordable and sustainable composite materials from 

solid waste to efficiently treat acid mine drainage (AMD). Which produced biochar- 

CaO composites from solid waste. The composite showed a high adsorption capacity 

for AMD species, including Fe, Mn, and Mg metals, with an equilibrium point at 300 

minutes of contact time. In the adsorption experiments, it was shown that the biochar- 

CaO composite was highly effective for the removal of Fe, Mn, and Mg metal contents 

from acid mine drainage with the corresponding adsorption isotherm model being the 

Langmuir isotherm model. The following experimental data are used as input and out- 

put data as listed in Table 2. 

 

Table 1. Input Data 

Input    Output  

Fe Mn Mg CaO Biochar Volume(mL) ∆𝑡(minute) pH Fe Mn Mg 

9.24 6.78 7.05 0.3 1 100 0 2 9.24 6.78 7.05 

9.24 6.78 7.05 0.3 1 100 10 2 8.7 5.3 6.8 

9.24 6.78 7.05 0.3 1 100 30 2 8.3 4.5 6.5 

9.24 6.78 7.05 0.3 1 100 50 2 7.5 4 6.2 

9.24 6.78 7.05 0.3 1 100 70 2 6.8 3.6 5.8 

9.24 6.78 7.05 0.3 1 100 100 2 6.5 3 5.6 

9.24 6.78 7.05 0.3 1 100 200 2 5 2.8 5 

9.24 6.78 7.05 0.3 1 100 300 2 4.8 2.7 4.6 

9.24 6.78 7.05 0.3 1 100 500 2 4.8 2.7 4.5 

9.24 6.78 7.05 0.3 1 100 0 7 9.24 6.78 7.05 

9.24 6.78 7.05 0.3 1 100 10 7 1.63 2.3 6.5 

9.24 6.78 7.05 0.3 1 100 30 7 1.6 2 6 

9.24 6.78 7.05 0.3 1 100 50 7 1.6 1.9 5.8 

9.24 6.78 7.05 0.3 1 100 70 7 1.6 1.8 5.8 

9.24 6.78 7.05 0.3 1 100 100 7 1.5 1.7 5.6 

9.24 6.78 7.05 0.3 1 100 200 7 1.5 1.7 5 
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9.24 6.78 7.05 0.3 1 100 300 7 1.5 1.7 4.6 

9.24 6.78 7.05 0.3 1 100 500 7 1.5 1.7 4.5 

9.24 6.78 7.05 0.3 1 100 0 9 9.24 6.78 7.05 

9.24 6.78 7.05 0.3 1 100 10 9 1.72 2.4 6.7 

9.24 6.78 7.05 0.3 1 100 30 9 1.6 2.1 6 

9.24 6.78 7.05 0.3 1 100 50 9 1.5 1.8 5.7 

9.24 6.78 7.05 0.3 1 100 70 9 1.5 1.7 5.5 

9.24 6.78 7.05 0.3 1 100 100 9 1.5 1.6 5.4 

9.24 6.78 7.05 0.3 1 100 200 9 1.4 1.6 5.1 

9.24 6.78 7.05 0.3 1 100 300 9 1.4 1.6 4.7 

9.24 6.78 7.05 0.3 1 100 500 9 1.4 1.6 4.7 

 

 

2.2 Methods 

Feedforward Neural Network 

Neural networks are information processing systems that mimic the way the human 

brain works in solving a problem by learning through weight changes and testing. Ar- 

tificial neural networks can recognize activities based on past data. The past data will 

be learned by artificial neural networks that can provide decisions on data that has not 

been learned [8]. One of the neural networks is the feedforward neural network. 

Feed Forward Neural Network model is a model for linear and nonlinear problems 

that consists of input data, a hidden layer (there are several neurons), and an output 

layer [9][10]. In the neurons, there is an activation function to process the input data. 

The following is the architecture of the feedforward neural network. 

 

State Space 

State space is a mathematical framework used to describe and analyze dynamic sys- 

tems. In a state space representation, the state of the system at a given time is repre- 

sented by a vector consisting of state variables. state equation and output equation. The 

state equation describes how the state of the system changes over time based on the 

current state and system inputs [3]. Typically, these equations are written in matrix form 

as equations 1 and 2. 

 

 

 

 

Where 

𝐴(𝑡): state matrix, 

𝐵(𝑡): input matrix, 

𝐶(𝑡): output matrix, and 

𝒙̇  (𝑡) = 𝑨(𝑡)𝒙̇(𝑡) + 𝑩(𝑡)𝒖(𝑡) (1) 

𝒚(𝑡) = 𝑪(𝑡)𝒙̇(𝑡) + 𝑫(𝑡)𝒖(𝑡) (2) 

𝐷(𝑡) : direct transmission matrix. 
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Neural Hammerstein-Wiener 

Hammerstein-Wiener Neural Model is a type of non-linear dynamic system model- 

ing model that combines elements of the Hammerstein and Wiener models with a neural 

network [2][3][4][5]. This model is used to capture and represent the dynamic behavior 

of complex non-linear systems. 

 

 
Fig. 1. Structure of Hammerstein-Wiener Neural Model 

 

The Neural Network model was chosen for the Nonlinear block in the Hammerstein- 

Wiener Neural model. In this section, a multiple input - multiple output (MIMO) Neural 

Network model is used to model the process. This model has an input which is (𝑢). The 

output of the state space model is used as the input (𝑣) of the Nonlinear Neural Ham- 

merstein (NH) block. The output 𝑦(𝑘) of the neural network is described in Eq 3. 

𝑣(𝑘) = 𝑤0 + ∑𝑘  𝑤2𝜑(𝑤1 + 𝑤1 𝑢(𝑘)) (3) 

𝑖=1  𝑖 𝑖,0 𝑖,1 

where 𝑤0 is the bias, 𝑤𝑖𝑗 is the layer weight, 𝑤𝑖 is the second layer weight 𝜑 is the 

Nonlinear activation function which is a hyperbolic tangent sigmoid function (tansig), 

and k is the number of hidden nodes. The second block of Neural Hammerstein uses a 

state space model. Using the input-output data from data generation, the state space 

model was developed using the Matlab command (n4sid). This model has two inputs, 

namely (𝑣). The output of the state space model will be the output (𝑦)of the Nonlinear 

Neural-Hammerstein block. Therefore, the output of the Neural-Hammerstein model 

can be described in Eq 4. 

𝑧(𝑘) = 𝑪 𝑥(𝑘)+ 𝑫 (𝑤0 + ∑𝑘  𝑤2𝜑){𝑤1 + 𝑤1 𝑢(𝑘)} (4) 

𝑖=1  𝑖 𝑖,0 𝑖,1 

The results of the overall NH model were plotted and compared with the data from 

the data generator. The second block of Neural Hammerstein-Wiener uses a state space 

model. Using the input-output data from data generation, the state space model was 

developed using the Matlab command (n4sid). This model has two inputs, namely 𝑣1 
as input from the Neural Network and 𝑧2 as input from the state space. The output of 

the state space model will be the output (𝑦) of the Nonlinear Hammerstein-Wiener 

block. Therefore, the output of the Hammerstein-Wiener model can be described 

through Eq 5. 
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𝑤1 + 𝑤1 [𝑪 𝑥(𝑘)+ 𝑫 (𝑤0 

𝑦 = 𝑤 + ∑𝑘 𝑤2𝜑 ( 𝑖,0 𝑖,1 ) (5) 

(𝑘) 0 𝑖=1  𝑖 + ∑𝑘  𝑤2){𝑤1 + 𝑤1 𝑢( )}] 

𝑖=1  𝑖 𝑖,0 𝑖,1  𝑘 

The results of the NHW model as a whole can be plotted and compared with the data 

from the data generator. 

 

Errors 

Measurement of the level of forecasting accuracy can be calculated using the Mean 

Square Error (MSE), Mean Absolute Error (MAE), and Mean Absolute Percentage 

Error (MAPE) formulas [11]. 

 

3 RESULT AND DISCUSSIONS 

3.1 Neural Hammerstein-Wiener 

The creation of the Hammerstein-Wiener (NHW) Neural Model that has been devel- 

oped starts from the Feedforward Neural Network (FFNN) model as a nonlinear block 

and State Space as a linear block and ends up in the FFNN model. The result of the 

State Space block which has become the output of the nonlinear block will be input 

back to the FFNN model. 

 

Model testing begins by training input and output data on the FFNN model which is a 

nonlinear block to produce temporary variables. The following is the state space equa- 

tion for the Hammerstein-Wiener Neural model in equations 9 and 10. 

𝒙̇(𝑡) = 𝑨𝒙̇(𝑡) + 𝑩𝒖(𝑡) + 𝑲 𝑒(𝑡) (6) 

𝒚(𝑡) = 𝑪𝒙̇(𝑡) + 𝑫𝒖(𝑡) + 𝑒(𝑡) (7) 

After testing, the model that has been tested is used as a model design in a nonlinear 

block to simulate the concentration value of Fe, Mn and Mg. The following is the sim- 

ulation results of the Hammerstein-Wiener Neural model in Table 5. 

 
Table 2. Hammerstein-Wiener Neural Model Evaluation Results 

 

Splitting Data Hidden Node MSE MAE MAPE 
Computation Time 

(s) 

35% Training 

Data, 30% 

Validation 

Data, and 35% 

Testing Data 

20 0.5423 0.3051 0.0941 15.3879 

40 2.0060 0.8512 0.3482 5.1676 

60 1.3223 0.3703 0.1546 3.4278 

80 2.8243 0.2060 0.0486 48.1405 

100 2.4716 0.4565 0.1858 11.8167 

 
 

120 3.3007 0.7260 0.2559 8.5536 
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 140 0.4921 0.1029 0.0326 38.4704 

 160 0.7815 0.0790 0.0130 306.5827 

 180 5.5609 0.4113 0.1088 10.0827 

 200 2.1494 0.1719 0.0389 8.5620 

40% Training 

Data, 30% 

Validation 

Data, and 30% 

Testing Data 

20 5.1840 1.0908 0.3843 28.3428 

40 1.7809 0.7407 0.2685 4.8637 

60 1.5415 0.7255 0.2549 7.0522 

80 0.6907 0.1864 0.0452 31.6331 

100 1.1063 0.1168 0.0227 14.7451 

 120 2.1709 0.5717 0.2034 5.7027 

 140 1.2385 0.2374 0.0738 33.0572 

 160 2.2557 0.4643 0.1775 6.6121 

 180 1.6903 0.1717 0.0371 5.6310 

 200 6.4284 0.9806 0.3697 7.4358 

50% Training 

Data, 25% 

Validation 

Data, and 25% 

Testing Data 

20 2.3506 0.3891 0.1105 71.3515 

40 5.3501 1.7088 0.7865 18.2844 

60 1.3032 0.5202 0.1498 34.0293 

80 1.8996 0.8292 0.2956 106.9480 

100 3.5254 0.1519 0.0280 43.1434 

 120 2.2417 0.6337 0.2623 36.2051 

 140 2.1478 0.4030 0.1316 92.4804 

 160 1.0608 0.1134 0.0314 28.1329 

 180 3.4899 0.3819 0.1052 10.0707 

 200 1.2484 0.1091 0.0220 67.9502 

Table 5 shows the best output results from the Hammerstein-Wiener Neural model 

with data division of 35% training data, 30% Validation data, and 35% Testing data and 

hidden nodes of 160. The best evaluation value is obtained with MAE and MAPE 

values of 0.0790 and 0.0130 which are below 10%. while the MSE value is obtained 

when the hidden node is 140 with an MSE value of 0.4921. then for the fastest and 

longest computation time obtained in 3.4278 seconds and 306.5827 seconds when the 

hidden node is 60 and 160. 

The results of the graph plot with the Hammerstein-Wiener Neural model have many 

graph plots that resemble the original data. However, only one model configuration has 
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the best results, namely with a data division of 35% Training Data, 30% Validation 

Data, and 35% Testing Data which uses a Hidden Node of 160. The following are the 

best results of Fe, Mn, and Mg concentration graph plots with real data. 

 

Fig. 2. Plot of Fe Comparison Graph of simulation results with original data Hammerstein-Wie- 

ner Neural Model 

 

Figure 2 shows the comparison of simulation results with the original data on Fe con- 

centration. at first, the Hammerstein-Wiener Neural model could not adjust the results 

to the original data. but at the 11th data, the simulation results using the Hammerstein- 

Wiener Neural model can adjust to the original data. 

 

Fig. 3. Plot of Mn Comparison Graph of simulation results with original data Hammerstein- 

Wiener Neural Model 

 

Figure 3 shows the comparison of simulation results with the original data on Mn con- 

centration. In the first data, the output results of the Hammerstein-Wiener Neural model 

almost resemble the original data. but in the next data, there is still a considerable dif- 

ference between the results of the Hammerstein-Wiener Neural model and the original 

data. until the 11th data, the results of the Hammerstein-Wiener Neural model can 

match the original data. 
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Fig. 4. Plot of Mg Comparison Graph of simulation results with original data Hammerstein- 
Wiener Neural Model 

 

Figure 4 shows the comparison of simulation results with the original data on Mg con- 

centration. In the first data, the output results of the Hammerstein-Wiener Neural model 

cannot match the original data until the 10th data. Then on the 11th, the output of the 

Hammerstein-Wiener Neural model can finally match the original data. 

 

4 CONCLUSIONS 

Simulation results of the Hammerstein-Wiener Neural Model with a configuration of 

35% Training Data, 30% Validation Data, 35% Testing Data, and a Hidden Node of 

160 produce MSE, MAE, MAPE evaluation values of 0.7815, 0.0790, 0.0130, and com- 

putation time for 306.5827 seconds. Because the MAE and MAPE evaluation values 

are below 10%, the configuration is the best configuration for the Hammerstein-Wiener 

Neural model. and can overcome the problem of predicting the absorption of metal 

content in the Remediation process in Acid Mine Drainage using Biochar-CaO compo- 

sites. 

 
Acknowledgments. This financial support from the Research Center for Mining Technology, 

National Research and Innovation Agency (BRIN) Tanjung Bintang, Lampung. 

 

Disclosure of Interests. The authors(s) declare no Disclosure of Interests. 

 

References 

1. Sudibyo, et all: Efficient remediation of acid mine drainage through sustainable and eco- 

nomical biochar-CaO composite derived from solid waste. Journal Environment, Develop- 

ment and Sustainability (2023) 

2. Freza Devica Gunada, Perbandingan Kemampuan Neural Hammerstein, Neural Wiener, 

Hammerstein-Wiener Model Dalam Pemodelan Lanthanum Magneto-Electro Deposition, 

206             S. Sudibyo et al.



    
 

 
Bachelor's Thesis, Fakultas Matematika Dan Ilmu Pengetahuan Alam, Universitas Lam- 

pung, Bandar Lampung, Indonesia (2022) 

3. Lukman Nulhakim, Ismoyo Aji Sasmita, Monna Rozana,Sudibyo (2023)” Comparison 

Study the Modeling of Limiting Current in the Magneto Electrodeposition of Vanadium us- 

ing Neural-Wiener Model and Feed Forward Neural Network”, Aceh Int. J. Sci. Technol., 

12(1) 33-39, http://dx.doi.org/10.13170/aijst.12.1.29846 

 
4. P. Abinayadhevi, S. Prasad, Identification of pH process using Hammerstein-Wiener model, 

Proceedings of 2015 IEEE 9th International Conference on Intelligent Systems and Control, 

ISCO 2015 (2015) 

5. S. Abouda, D. Abid, M. Elloumi, et al, Identification of non-linear stochastic systems using 

a new Hammerstein-Wiener neural network: A simulation study through a non-linear hy- 

draulic process, International Journal of Computer Applications in Technology, Vol 63, No 

3, Pages 241-256, (2020). 

6. J. Bai, Z. Mao, F. Yu et al, Identification of MIMO Hammerstein-Wiener system, 26th Chi- 

nese Control and Decision Conference, CCDC 2014, Pages 1186-1190 (2014). 

7. F. Taringou, O. Hammi, B. Srinivasan et al, Behaviour modeling of wideband RF transmit- 

ters using Hammerstein-Wiener models, IET Circuits, Devices and Systems, Vol 4, No 4, 

Pages 282-290, January (2010). 

8. Dwi. Kartini, Penerapan Data Mining dengan Algoritma Neural Network (Backpropagation) 

Untuk Prediksi Lama Studi Mahasiswa, Prosiding Seminar Nasional Sisfotek, Vol 3584, 

pages 235-241, (2017) 

9. Gabriel Sahata Sianturi, Rifky Fauzi, Pemodelan Kedalaman Laut pada Perairan Selat Sunda 

dan Sekitarnya menggunakan Neural Network, Prosiding Seminar Nasional Sains dan 

Teknologi "SainTek" Fakultas Sains dan Teknologi Universitas Terbuka, Vol 1, No 1, Pages 

1-11, February (2024). 

10. Akhdan Aziz Ghozi, Ayu Aprianti, Ahmad Dzaki Putra Dimas, Rifky Fauzi, Analisis Pred- 

iksi Data Kasus Covid-19 di Provinsi Lampung Menggunakan Recurrent Neural Network 

(RNN), Indonesian Journal of Applied Mathematics, Vol 2, No 1, Pages 25-32, April (2022). 

11. Katsuhito Ogata, Modern Control Engineering, 5th Edition, One Lake Street, Upper Saddle 

River, New Jersey (2010). 

 
 

 

 

The Comparison of the Ability of the Neural Hammerstein-Wiener             207

http://dx.doi.org/10.13170/aijst.12.1.29846


Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
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