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Abstract. Cognitive Radio Ad Hoc Networks (CRAHNs) have introduced a 

myriad of challenges in identifying optimal routing protocols suitable for 

dynamic and diverse application domains. Traditional routing protocols often 

overlook the unique challenges posed by CRAHNs, particularly the dynamic 

topology due to node mobility. This research proposes a revised routing protocol 

that integrates cluster network topology management with a Q-routing scheme to 

enhance spectrum utilization, stability, and routing optimization. Clustering is an 

effective technique for network topology management, addressing issues of 

scalability and stability by forming large clusters that accommodate more nodes, 

although large clusters often face instability. The proposed protocol focuses on 

forming stable and scalable clusters, thereby minimizing communication 

overhead and improving intra-cluster and inter-cluster routing. Q-routing, based 

on reinforcement learning, dynamically evaluates the best routing paths by 

disseminating route packets and enabling each node to make independent routing 

decisions. Simulation results using OMNeT++ demonstrate the protocol's 

efficacy in selecting stable routes and shorter paths, leading to improved 

performance metrics such as packet delivery ratio, throughput, hop count, and 

routing overhead. The study acknowledges the necessity of real-world 

implementation to provide accurate insights into the protocol's behavior under 

varying network conditions. Future work should prioritize real-world scenario 

testing to validate the simulation results and further enhance the proposed 

protocol's applicability in practical CRAHN environments. 

Keywords: Cognitive Radio Ad Hoc Networks (CRAHNs), Routing Protocol, 

Ad hoc On-Demand Distance Vector Routing (AODV) and Cognitive Radio 

Networks. 

1 Introduction 

Cognitive Radio (CR) technology aims to improve wireless communication by 

opportunistically using underused licensed spectrum. Cognitive Radio Networks 

(CRNs) enable unlicensed users (SUs) to dynamically share spectrum with licensed 

users (PUs) through infrastructure-less networks like Cognitive Radio Ad Hoc 

Networks (CRAHNs). Challenges in CRAHNs arise from dispersed spectrum bands,  
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varying spectrum availability based on PU activity. Clustering is considered an effec-

tive solution for managing network topology and addressing scalability and stability in 

CRAHNS. 

Current clustering routing protocols like SMART focus on network stability through 

dynamic cluster size adjustments but may overlook stability-scalability trade-offs. In-

tegrating Q-routing, a reinforcement learning algorithm, offers potential in determining 

stable, optimized paths in the network, enhancing stability and scalability in CRAHNs. 

A proposed cluster-based routing protocol leveraging Q-routing will prioritize selecting 

stable and efficient routing paths, aiming to enhance network performance in CRAHNs 

by dynamically evaluating optimal routes. Simulation studies comparing this protocol 

with the original AODV routing will provide insights into its performance under vary-

ing network conditions. 

2 Methodology 

In our study, we present a new routing protocol that integrates an advanced clustering 

design with the Q-routing protocol. Q-Routing supports the dissemination of route 

packets throughout the network, allowing each node to independently make routing 

decisions based on locally available information. The reward mechanism is based on 

packet delivery time, highlighting our goal of minimizing the average delivery time for 

all packets. Furthermore, we enhanced the clustering design through simulation, ana-

lyzing and comparing its performance across different nodes and cluster sizes, as illus-

trated in Fig. 1. 

 

Fig. 1. The Methodology of Cluster-Based Routing Protocol. 

2.1 Network Design 

In this study, the clustering network design approach is employed to aid in selecting 

stable routes by configuring both the nodes and the network. Secondary Users (SU) 

gather information about neighboring nodes and their spectrum accessibility, initiating 
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the process by broadcasting control packets for neighbor discovery. Clusters form with 

SUs having the highest Q-value and coordinate sharing available channels. The effort 

focuses on cluster formation and maintenance in Cognitive Radio Networks (CRNs) 

due to the dynamic nature of channel availability from Primary Users' (PUs) activities. 

Reinforcement Learning (RL) helps manage dynamic channel availabilities by observ-

ing, learning, and executing optimal actions to minimize cluster maintenance. Cluster 

maintenance involves adjusting size through merging and splitting, with a minimum 

common channel threshold requirement for operations. Cluster merging combines clus-

ters meeting the threshold, while cluster splitting occurs when a cluster can't meet the 

threshold. 

2.2 The Proposed Q-Routing 

The study focuses on a clustering network design approach to enhance route selection 

by configuring nodes and the network. Secondary Users (SUs) exchange control pack-

ets to discover neighbors and form clusters based on Q-values. Cluster maintenance in 

Cognitive Radio Networks (CRNs) involves adjusting size through merging and split- 

ting clusters for efficient channel access. Reinforcement Learning (RL) helps optimize 

actions for minimal cluster maintenance. Q-Routing is utilized to model network routes, 

estimating total costs for path discovery and is adaptable to heavy network loads. In the 

cluster-based Q-Routing protocol, SUs is equipped with Q-Routing capabilities for 

neighbor and cluster discovery, route request exchange, and pathway selection based 

on Q-values. 

3 Simulation and Testing 

In this research, we simulated different cluster routing performances by evaluating 

packet delivery ratio, hop count, routing overhead and throughput, using the parameters 

shown in Table 1. 

Table 1. The List of Parameters. 

Simulation Parameter Value 

Node Number 2-10 

Network Playground Size 20 x 20 km² 

Simulation Time 5 min 

Start of Data Transmission 10 sec 

End of Data Transmission 300 sec 

Node Speed 5 m/s 

Radio Propagation Model Two Ray Ground Model 

Traffic Model Random Traffic Pattern 

Channel Type Wireless Channel 

Antenna Type Omni Antenna 
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Network Interface Type 802_11/802_11 Cognitive 

Node Density 0.5 – 5.0 m/s 

Routing Protocol Clustering Routing Protocol 

 

Packet delivery ratio is the ratio of data packets received by the destinations to those 

generated by the sources. If a network becomes congested and there is good discipline, 

packets may queue up at the source and never enter the network [8]. 

Packet Delivery Ratio = sum of data packets received / sum of data packets generated 

  (1) 

The hop count specifies the number of hops on the path between the source node and 

the destination node. The study of the hop count of multi-hop path in wireless ad hoc 

networks is very important because it can provide an evaluation of the network perfor-

mance such as packet delivery ratio and end-to-end-delay. 

 Hop Count = total hop count / total packet received (2) 

Routing overhead is the number of routing packets needed for network communica-

tion. It is computed using an AWK script, which processes the trace file to produce the 

result. When nodes exchange routing information using the same bandwidth as data 

packets, it incurs overhead to the network, known as routing overhead, as these infor-

mation packets are exchanged periodically at certain intervals [9]. 

 Routing overhead = packets routing *100 / total packet received (3) 

Throughput efficiency holds great importance in the present scenario of the cogni 

tive radio system [10]. Throughput refers to the average time a data packet takes to 

reach its destination. This includes all possible delays caused by buffering during route 

discovery latency and queuing at the interface queue. 

 Throughput = total packet size * (8.0/1000) / (stopTime-startTime) (4) 

Simulations provided a platform for modeling real-world events, aiding our under-

standing and resolution of cluster routing in Cognitive Radio Ad Hoc Networks 

(CRAHNs) architecture. This allowed us to visualize models and assess the perfor-

mance of our research under diverse conditions. In this research, we simulated different 

cluster routing performances by evaluating packet delivery ratio, hop count, routing 

overhead and throughput, using the parameters shown in Table 1. 

4 Performance Evaluation 

Experiments were conducted to evaluate the performance of two routing protocols us-

ing the network simulator OMNeT++. The performance metrics were tested with in-

creasing numbers of hosts, from 2 to 10. The revised cluster-based routing protocol was 

compared to the non-clustered AODV protocol. 
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4.1 Performance of Packet Delivery Ratio 

Fig. 2 illustrates the packet delivery ratio data for both routing protocols as the number 

of hosts increases. The revised cluster-based routing protocol achieved its highest 

packet delivery ratio of 5.19 with 10 hosts, whereas the non-clustered AODV protocol's 

highest ratio was 1.67 with 2 hosts. The cluster-based protocol performs better with 10 

hosts, offering near-optimal routes and enhancing the packet delivery ratio. 

 

Fig. 2. The Packet Delivery Ratio. 

A higher packet delivery ratio is favored in network performance as it indicates a 

greater proportion of packets reaching their destinations successfully, enhancing net-

work reliability and quality. Achieving a higher ratio leads to better quality of service 

by reducing packet loss and ensuring consistent network performance, especially cru-

cial for low-latency applications like voice and video conferencing. Q-Routing, inte-

grated into routing protocols, effectively adapts to changing network conditions and 

scale, helping source nodes determine optimal destinations to manage traffic flow and 

prevent congestion. Strategies such as clustering and Q-Routing aid in maintaining a 

high packet delivery ratio, even in large-scale networks, ensuring satisfactory perfor-

mance. 

4.2 Performance of Hop Count 

In Fig. 3, the non-clustered AODV protocol shows the lowest hop count at 0.37 with 

10 hosts and 0.44 with 2 hosts. In contrast, the revised cluster-based routing protocol 

exhibits a range from 1.60 (lowest) to 3.47 (highest) for 10 and 2 hosts, respectively. 

The revised protocol's clustering arrangement and addressing scheme help decrease hop 
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counts and offer alternative paths for node failures. Furthermore, the impact of increas-

ing host numbers on hop count is more notable in the revised cluster-based protocol 

than in non-clustered AODV. 

 

Fig. 3. The Hop Count. 

In network performance, the optimal hop count is not solely determined by being 

higher or lower; it hinges on factors like latency, reliability, scalability, and resource 

use to meet network demands. Lower hop counts offer efficiency and easier manage-

ment with direct routes, while higher hop counts enhance scalability and reliability by 

providing redundancy. The revised cluster-based routing protocol and Q-Routing tech-

nology work together to optimize routing paths dynamically and select the next hop for 

improved efficiency, striking a balance between these considerations. 

4.3 Performance of Routing Overhead 

According to Fig. 4, the revised cluster-based routing protocol shows the highest rout-

ing overhead at 0.03% with 2 hosts, reducing to 0.02% with 10 hosts. In contrast, non-

clustered AODV maintains a steady routing overhead of 0.01% with increasing hosts. 

The fixed size of routing update packets limits control overhead, making these proto-

cols less suitable for highly dynamic ad hoc networks due to scalability constraints. 
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Fig. 4. The Routing Overhead. 

Lower routing overhead is favored in network performance as it indicates more ef-

ficient resource utilization and improved overall performance. Routing overhead refers 

to the additional resources consumed by routing protocols for network information 

management. Finding a balance between low routing overhead, robustness, and stabil-

ity is essential for network connectivity and fault recovery. The Revised Cluster-Based 

Routing Protocol initially has higher overhead than non-clustered AODV but reduces 

significantly after optimizing the path. Routing overhead typically increases with the 

number of hosts due to complex topologies and computational demands, but Q-routing, 

a reinforcement learning algorithm, helps hosts dynamically find optimal paths for ef-

ficient and scalable routing in large networks. 

4.4 Performance of Throughput 

In Fig. 5, non-clustered AODV exhibits inconsistent throughput performance, decreas-

ing from 2407.58 kbps with 2 hosts to 2269.41 kbps with 10 hosts. In contrast, the re 

vised cluster-based routing protocol shows higher throughput, with values of 2872.84 

kbps at 2 hosts and 3074.82 kbps at 10 hosts. The protocol's ability to avoid network 

loops and maintain stable routes, even in the event of broken links, contributes to its 

slightly better throughput compared to non-clustered AODV. Additionally, the impact 

of host numbers on throughput is less pronounced in the revised cluster-based routing 

protocol than in non-clustered AODV. 
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Fig. 5. The Throughput. 

With traditional network routing protocols like non-clustered AODV, network 

throughput typically decreases as the number of hosts increases. This decline is primar-

ily due to an elevated risk of network congestion, especially in shared segments or links, 

where more hosts contend for limited bandwidth, leading to increased packet collisions 

and queuing delays that diminish overall throughput. It's important to note that the re-

lationship between network throughput and host numbers is not purely linear, and var-

ious factors can affect network performance. Employing efficient routing protocols and 

network optimization techniques can help mitigate the impact of growing host numbers 

on network throughput. 

5 Conclusions 

The study evaluated a revised cluster-based routing protocol with an adaptive Q-Rout-

ing scheme in Cognitive Radio Ad Hoc Networks (CRAHNs) using the OMNeT++ 

simulator. Compared to traditional AODV routing, the revised protocol demonstrated 

superior performance in Packet Delivery Ratio, especially with 10 hosts, improving 

packet delivery with near-optimal routes. The protocol's design minimized hops be-

tween nodes, particularly noticeable with 10 hosts, enhancing efficiency in route estab-

lishment and maintenance. Additionally, the revised protocol showed decreasing rout-

ing overhead compared to AODV, indicating scalability and suitability for dynamic ad 

hoc networks. It consistently outperformed AODV in throughput across scenarios and 

host numbers, maintaining stable and higher throughput values. The integration of clus-

tering and Q Routing in the protocol significantly enhanced stability, scalability, and 

overall performance in CRAHNs, promising efficient spectrum utilization and adapta-
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bility to diverse applications. While simulation results provide insights, real-world im-

plementation vali dation is necessary. Overall, the study contributes by proposing an 

improved routing protocol tailored for CRAHNs, offering performance insights under 

varied conditions to advance wireless networking with more robust communication 

protocols in CRAHNs. 

Acknowledgments. The authors would like to express the gratitude to College of Computing, 

Informatics and Mathematics, Universiti Teknologi MARA (UiTM), Shah Alam, Selangor, Ma-

laysia for the research support. 

References 

1. A. Elahi, I. M. Qureshi, F. Zaman, and F. Munir, “Reduction of out of Band Ra-diation in 

Non-Contiguous OFDM Based Cognitive Radio System using Heuris-tic Techniques,” 

JOURNAL OF INFORMATION SCIENCE AND ENGINEERING, vol. 32, pp. 349–364, 

2016, doi: 10.1688/JISE.2016.32.2.6. 

2. N. Kassri, A. Ennouaary, S. Bah, and H. Baghdadi, “A Review on SDR, Spectrum Sensing, 

and CR-based IoT in Cognitive Radio Networks,” International Journal of Advanced Com- 

puter Science and Applications, vol. 12, no. 6, 2021, doi: 10.14569/IJACSA.2021.0120613. 

3. K.-E. Lee, J. G. Park, and S.-J. Yoo, “Intelligent Cognitive Radio Ad-Hoc Net-work: Plan- 

ning, Learning and Dynamic Configuration,” Electronics (Basel), vol. 10, no. 3, p. 254, Jan. 

2021, doi: 10.3390/electronics10030254. 

4. S. Hoque, W. Arif, S. Debarati, and B. Srimanta, “Analysis of Spectrum Handoff under 

General Residual Time Distributions of Spectrum Holes in Cognitive Ra-dio Networks,” 

Journal of Information Science and Engineering, vol. 34, no. 4, pp. 851–867, Jul. 2018, doi: 

10.6688/JISE.201807_34(4).0004. 

5. M. M. A. Osman, S. K. S. Yusof, and N. N. N. A. Malik, “Impact of Channel Heterogeneity 

on Clustering Formation in Cognitive Ad Hoc Radio Networks,” Wirel Pers Commun, vol. 

96, no. 3, pp. 4613–4627, Oct. 2017, doi: 10.1007/s11277-017-4407-9. 

6. A. Sagar Anand Ukey and M. Chawla, “Spectrum aware clustering in cognitive radio ad hoc 

networks,” International Journal of Engineering & Technology, vol. 7, no. 2.30, p. 27, May 

2018, doi: 10.14419/ijet.v7i2.30.13458. 

7. Y. Saleem, K.-L. A. Yau, H. Mohamad, N. Ramli, M. H. Rehmani, and Q. Ni, “Clustering 

and Reinforcement-Learning-Based Routing for Cognitive Radio Networks,” IEEE Wirel 

Commun, vol. 24, no. 4, pp. 146–151, 2017, doi: 10.1109/MWC.2017.1600117. 

8. J. P. Astudillo León, L. J. de la Cruz Llopis, and F. J. Rico-Novella, “A machine learning 

based Distributed Congestion Control Protocol for multi-hop wireless networks,” Computer 

Networks, vol. 231, p. 109813, 2023, doi: https://doi.org/10.1016/j.comnet.2023.109813. 

9. A. Tahir, S. A. Abid, and N. Shah, “Logical clusters in a DHT-Paradigm for scalable routing 

in MANETs,” Computer Networks, vol. 128, pp. 142–153, Dec. 2017, doi: 10.1016/j.com- 

net.2017.05.033. 

10. A. J. Gogoi, N. M. Laskar, L. Singh, K. L. Baishnab, and K. Guha, “Throughput Optimiza- 

tion in Multi-user Cognitive Radio Network using Swarm Intelligence Techniques,” Journal 

of Information Science and Engineering, vol. 34, no. 4, pp. 885–902, Jul. 2018, doi: 

10.6688/JISE.201807_34(4).0006. 

 

 

496             N. H. M. Zahir et al.



 

Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
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which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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