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Abstract. The academic success of students is of utmost importance for higher 

education institutions. Therefore, accurately predicting students' academic per-

formance is essential, and early interventions are necessary to improve their 

achievements. This research focuses on predicting the academic performance of 

new students and proposes a two-step ensemble learning-based approach for this 

purpose. A two-step ensemble learning-based approach can improve generaliza-

tion and predictive ability. It provides a general overview of evaluation actions 

that both the university and the students can take. Additionally, it aims to con-

tribute to the literature on predicting the academic performance of new students. 

The results of the conducted research demonstrate that the proposed model out-

performs the elastic net model with an accuracy of 87.8% and a kappa value of 

81.8%. The high result of the proposed model can be categorized as having good 

performance. The study also analyzes the variables influencing each model used 

in this case study. Notably, the top ten variables serving as significant features 

were identified: first semester GPA, number of failed classes, number of ab-

sences, achievement in academic competitions, mother's monthly income, high 

school GPA, quality of family relationship, scholarship status, hometown loca-

tion, and travel time to the university. 

Keywords: Academic Performance Prediction, University Students, Industrial 

Engineering, Machine Learning, Ensemble Learning. 
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1 Introduction 

The academic success of students is vital for the success of a university [1]. The 

quality of graduates from a tertiary institution influences their employability in the job 

market [2]. Numerous factors impact students' academic performance, necessitating 
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proper management to enhance their achievements. Predicting academic performance 

offers numerous benefits, including guidance and support for students, improving 

graduation rates, evaluating learning methods, and informing academic policies [3]. 

However, predicting student academic performance is not easy due to the utiliza-

tion of complex data, making it almost impossible to manually analyze and make 

decisions [4]. Due to the rapid advancement of technology, a large amount of infor-

mation with complex data for decision-making can be carried out [5]. Machine learn-

ing has proven effective in analyzing complex data to predict student academic per-

formance. It has been established as a valuable tool for predicting academic perfor-

mance across various education levels [6].  

Previous studies have employed machine learning in various educational contexts, 

such as predicting drop out of a university and early graduation. This previous study 

predicts student performance with 44 question attributes in the first semester with an 

ensemble model approach using heterogeneous multi-models [7]. This study has pro-

posed an ensemble model approach using 2-layer stacking predicts student perfor-

mance in academic competitions for 4 years with 11 assessment attributes [8]. This 

research proposes a novel two-step ensemble learning-based approach, using multiple 

algorithms, to predict student performance. The hybrid approach combines classifica-

tion and ensemble models to enhance accuracy and efficiency in generating output, 

primarily through majority voting in the final stage for improved generalization and 

predictive ability. This is because majority voting yields better accuracy results. The 

prediction process involves two steps, the first step is to determine whether the GPA 

will improve or decline in the next semester and the second step is to predict the GPA 

based on the first step's results, and using majority voting to choose the best algorithm 

for accuracy.  

The proposed approach was tested in a case study at an Indonesian state university, 

focusing on the industrial engineering study program. This research uses a two-step 

blending-based ensemble approach to predict academic. This research aims to predict 

academic achievements and provides insights into evaluation actions that universities 

and students can undertake to monitor and optimize academic progress. This innova-

tive approach harnesses the collective intelligence of diverse predictive models, 

thereby enhancing the accuracy and reliability of performance predictions. Through 

this comprehensive overview, valuable insights can be gleaned to optimize education-

al practices and foster a conducive learning environment. 

2 Research Methods 

2.1 Ridge Regression 

Ridge regression is a highly effective algorithm for handling multicollinear data. It 

accomplishes this by evenly shrinking the estimates of all variables. In contrast, least 

absolute shrinkage and selection operator (LASSO) reduces specific variable esti-

mates to zero based on a particular parameter. Consequently, when the number of 

variables is greater than the number of observations, ridge algorithm outperforms 

LASSO [9]. 

Predicting the Academic Performance of Industrial Engineering             635



2.2 Elastic Net 

Elastic net combines the LASSO and ridge regression models into a single frame-

work. It not only selects variables in the data but also exhibits better performance than 

LASSO. In this way, elastic net leverages the regularization capabilities provided by 

ridge regression. As the prediction of student performance cannot be immune to mul-

ticollinearity issues, the elastic net method was selected [10]. 

2.3 Support Vector Machine 

Support vector machine (SVM) is an algorithm that uses in linear and nonlinear sce-

narios with the aim of achieving high performance in various contexts. This algorithm 

is often used because of its capability and accuracy in pattern recognition, classifica-

tion, and regression. SVM has advantages compared to other models, because it is 

based on a strong theoretical foundation and high reliability. In addition, research in 

the field of education has not explored much of the potential use of this algorithm. 

Therefore, in this study, SVM is used as a decision support system for multiple clas-

ses, which aims to predict student performance [11]. 

2.4 Neural Network 

Neural network is an algorithm with interconnected input, hidden, and output neurons 

forming a network. The connection weights between neurons are determined to cate-

gorize a data set. Neural network is renowned for its adaptability to data and autono-

mous learning capability. It has been extensively used to address challenging prob-

lems, demonstrating higher efficiency and accuracy compared to other classification 

methods [[12]. 

2.5 Gradient Boosting 

Gradient boosting (GB) is one of the most popular ensemble learning methods [13]. 

This algorithm combines multiple weak learners to create a robust ensemble, resulting 

in a powerful predictive model. GB helps reduce prediction errors and mitigate bias, 

making it highly efficient and effective. It has gained popularity due to its effective-

ness in handling complex data sets, and researchers often utilize this algorithm to 

achieve success in various data competitions, including those on Kaggle [14]. 

3 Result and Analysis 

3.1 Data 

This research aims to predict academic outcomes, identify key factors influencing 

academic performance, and provide recommendations based on predictive models to 

enhance student achievement. The study population consisted of students from the 

industrial engineering study program at public university in Indonesia, who success-
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fully completed their first year of study. Data collection took place from November 6 

to December 16, 2021, and involved administering a questionnaire to students belong-

ing to the 2017, 2018, 2019, and 2020 intake year. A total of 173 questionnaires were 

collected and edited using Microsoft Excel before analysis. Table 1 provides compre-

hensive details regarding the data set attributes utilized in the analysis. 

During the analysis, it was observed that the variables father’s and mother’s in-

come had missing values, which were imputed using the mean value to maintain data 

integrity. The data set was analyzed in R to ensure robust statistical processing. The 

data set underwent two significant stages of testing, namely regression, and classifica-

tion, to explore its predictive capabilities.  To ensure the validity and generalization of 

the results, the data set was divided into training data (70%) and testing data (30%). 

The list of variables in the data set is presented in Table 1. 

Table 1. List of variables in the data set 

No. Variable 

name 

Variable descrip-

tion 

Variable type and possible values 

1 sex Sex Nominal: male or female 

2 ht_loc Hometown location Ordinal: 1 – native, 2 – from outside the city but on the 

same province, 3 – from outside the province but on the 

same island, or 4 – from outside the island 

3 ht_size Hometown size Ordinal: 1 – small city, 2 – medium city, 3 – large city, 4 – 

metropolitan area, or 5 – megalopolis 

4 f_edu Father’s education Ordinal: 0 – none, 1 – elementary school, 2 – middle 

school, 3 – high school, 4 – diploma education, 5 – bachelor 

education, 6 – master’s education, or 7 – doctoral education 

5 m_edu Mother’s education Ordinal: 0 – none, 1 – elementary school, 2 – middle 

school, 3 – high school, 4 – diploma education, 5 – bachelor 

education, 6 – master’s education, or 7 – doctoral education 

6 f_job Father’s job Nominal: none, formal worker, or informal worker 

7 m_job Mother’s job Nominal: none, formal worker, or informal worker 

8 f_income Father’s monthly 

income 

Ordinal: 0 – none, 1 – less than IDR 3 million, 2 – between 

IDR 3 to 6 million, 3 – between IDR 6 to 9 million, 4 – 

between IDR 9 to 12 million, 5 – between IDR 12 to 15 

million, or 6 – more than IDR 15 million 

9 m_income Mother’s monthly 

income 

Ordinal: 0 – none, 1 – less than IDR 3 million, 2 – between 

IDR 3 to 6 million, 3 – between IDR 6 to 9 million, 4 – 

between IDR 9 to 12 million, 5 – between IDR 12 to 15 

million, or 6 – more than IDR 15 million 

10 p_status Parental status Nominal: together or not together (for various reasons) 

11 siblings Number of siblings Ordinal: 0 – none, 1 – one, 2 – two, 3 – three, or 4 – more 

than three 

12 fam_rel Perceived quality of 

family relationships 

Interval: 1 – very bad to 5 – very good 

13 hs_type High school type Nominal: public or private 

14 tutoring Attend tutoring 

during high school 

Nominal: yes or no 

15 aca_ach Level of achieve-

ment in academic 

competitions during 

high school 

Ordinal: 0 – none, 1 – lower than city level, 2 – city level, 3 

– provincial level, 4 – national level, or 5 – international 

level 

16 non_aca_a

ch 

Level of achieve-

ment in non-

academic competi-

Ordinal: 0 – none, 1 – lower than city level, 2 – city level, 3 

– provincial level, 4 – national level, or 5 – international 

level 
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No. Variable 

name 

Variable descrip-

tion 

Variable type and possible values 

tions during high 

school 

17 hs_gpa High school GPA Interval: 1 to 4 

18 admission University admission 

scheme  

Nominal: SNMPTN (via invitation), SBMPTN (via national 

test), or SUMMIT (via local test) 

19 trav-

el_time 

Travel time from 

residence to univer-

sity 

Ordinal: 1 – less than 10 minutes, 2 – between 10 to 20 

minutes, 3 – between 20 to 30 minutes, 4 – between 30 to 

40 minutes, 5 – between 40 to 50 minutes, 6 – between 50 

to 60 minutes, or 7 – more than 60 minutes 

20 allowance Monthly allowance Ordinal: 0 – none, 1 – less than IDR 1 million, 2 – between 

IDR 1 to 2 million, 3 – between IDR 2 to 3 million, 4 – 

between IDR 3 to 4 million, 5 – between IDR 4 to 5 mil-

lion, 6 – between IDR 5 to 6 million, or 7 – more than IDR 

6 million 

21 scholar-

ship 

Currently on a 

scholarship 

Nominal: yes or no 

22 study_time Average time spent 

studying per day 

Ordinal: 0 – none, 1 – less than 1 hour, 2 – between 1 to 2 

hours, 3 – between 2 to 3 hours, 4 – between 3 to 4 hours, 5 

– between 4 to 5 hours, 6 – between 5 to 6 hours, or 7 – 

more than 6 hours  

23 study_met

hod 

Preferred study 

method 

Nominal: alone or in groups 

24 class_diff Perception of learn-

ing difficulties in the 

classroom 

Interval: 1 – very easy to 5 – very hard 

25 class_ben Perception of learn-

ing benefits in the 

classroom 

Interval: 1 – very beneficial to 5 – very useless 

26 absences The average number 

of absences per class 

Ordinal: 0 – none, 1 – one time, 2 – one to two times, 3 – 

two to three times, 4 – three to four times, or 5 – more than 

four times 

27 failed Number of failed 

classes 

Ordinal: 0 – none, 1 – one class, 2 – two classes, or 3 – 

more than three classes 

28 out_time Average time spent 

hanging out per day 

Ordinal: 0 – none, 1 – less than 1 hour, 2 – between 1 to 2 

hours, 3 – between 2 to 3 hours, 4 – between 3 to 4 hours, 5 

– between 4 to 5 hours, 6 – between 5 to 6 hours, or 7 – 

more than 6 hours  

29 sleep_time Average time spent 

sleeping per day 

Ordinal: 0 – none, 1 – less than 1 hour, 2 – between 1 to 2 

hours, 3 – between 2 to 3 hours, 4 – between 3 to 4 hours, 5 

– between 4 to 5 hours, 6 – between 5 to 6 hours, or 7 – 

more than 6 hours  

30 activities Actively participate 

in extracurricular 

activities 

Nominal: yes or no 

31 friends Have close friends Nominal: yes or no 

32 romantic Currently in a ro-

mantic relationship 

Nominal: yes or no 

33 exercise Have a habit of 

exercising 

Nominal: yes or no 

34 phy_health Perception of physi-

cal health condition 

Interval: 1 – very unhealthy to 5 – very healthy 

35 men_healt

h 

Perception of mental 

health condition 

Interval: 1 – very unhealthy to 5 – very healthy 

36 first_gpa First semester GPA Interval: 1 to 4 

638             A. M. A. Yaqin et al.



No. Variable 

name 

Variable descrip-

tion 

Variable type and possible values 

37 sec-

ond_gpa 

Second semester 

GPA 

Interval: 1 to 4 

38 cum_gpa Cumulative GPA Ordinal: 1 – F to 7 – A 

3.2 Proposed Model 

In this study, a hybrid model is used based on a multi-output blending-based tech-

nique. This approach builds accurate and efficient machine learning for generating 

output. The combination of classification with ensemble models enhances generaliza-

tion and prediction capabilities. In the final step, an ensemble learning-based model is 

used with majority voting as the ultimate decision based on the majority vote, as it 

provides better accuracy results [15]. The proposed models are presented in the Figure 

1. 

 

Fig. 1. The framework of the proposed model 

The framework of the proposed model is structured as follows: in the first step, we 

collect information related to industrial engineering students who have passed their 

first year of study. There are 36 variables that will be tested with five different models 

to predict the probability of a student's semester grade either increasing or decreasing 

in the subsequent semester. In the second step, the test results from the first step will 

be processed again with five different models to predict cumulative GPA. Based on 

second step result, majority voting is carried out to select the best model in prediction 

accuracy. 
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3.3 Performance Metrics 

Accuracy.  

The effectiveness of the classification model can be evaluated through accuracy 

measurement meaning that models with high accuracy are more reliable, while those 

with poor accuracy have less impact on building trust [16]. Accuracy is calculated as 

the number of correct predictions divided by the total number of predictions sampled 

[17] 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
             (1) 

In predictive modelling and classification tasks, understanding the terminology as-

sociated with different prediction outcomes is crucial. True positive indicates correct 

predictions where the predicted value corresponds to the actual occurrence of the 

event. Conversely, true negative represents correct predictions where the event did not 

happen as predicted. False positive refers to incorrect predictions where the event 

occurred despite the prediction suggesting otherwise. Finally, false negative occurs 

when the predicted value is wrong, and the event does not happen as predicted. 

Cohen’s kappa.  

Cohen's kappa is another performance measurement tool for classification algorithm. 

Research about deep learning recommends using Cohen's kappa for dealing with class 

imbalance problems and multiclass data types in data sets [17]. It is defined as: 

𝐾 =  
𝑃0−𝑃𝑒

1−𝑃𝑒
= 1 −  

1−𝑃0

1−𝑃𝑒
………………              ……   (2) 

Where 𝑃0 represents the percentage of observed calculation, and 𝑃𝑒 is the percent-

age of expected calculation. Cohen's kappa indicates the level of agreement: < 0 indi-

cates there is no agreement; 0 – 0.20 indicates low agreement, 0.21 – 0.40 indicates 

reasonable agreement, 0.41 – 0.60 indicates adequate agreement, 0.61 – 0.80 indicates 

fair agreement, and 0.81 – 1 indicates very strong agreement [17] 

3.4 Discussion. 

In this study, we processed a data set containing 36 variables. In the first step is to 

predict the probability of a student's semester grade either increasing or decreasing in 

the subsequent semester. The second step is to predict cumulative GPA. Based on the 

result from the second step majority voting is carried out to select the best model in 

prediction accuracy. Qualitative variables, such as sex, parental status, and admission 

status, were converted into quantitative data using dummy variables. Research about 

machine learning highlights the use of dummy variables in predictive models, as they 

have been proven to increase accuracy [18]. During the data set splitting process, 70% 

of the data was used for model training, while the remaining 30% was used for testing 

model performance [19].  

In this case, many machine learning models are built with certain types of parame-

ters. The SVM model is built by tuning the radial basis function kernel parameters. To 

measure the performance of each model, we utilized accuracy and kappa metrics. The 
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results of the model testing process and their respective performance are presented in 

the Table 2. 

Table 2. Comparison of model performance 

Model 
Accuracy (%) Cohen’s kappa (%) 

Training set Testing set Training set Testing set 

Ridge regression 50.80 59.20 28.30 40.10 

Elastic net 73.10 79.60 61.30 69.80 

SVM 53.70 57.10 25.90 30.70 

Neural network 60.10 69.40 38.30 52.00 

GB 55.80 55.10 28.20 26.30 

Proposed model 87.10 87.80 81.20 81.80 

 

 

Fig. 2. Comparison of model performance in the testing set 

The results in the Figure 2 demonstrate that the elastic net model is better perfor-

mance compared to other machine learning models with an accuracy of 79.6% and a 

kappa value of 69.8%. However, it is noteworthy that the proposed model outper-

formed the elastic net model with an accuracy of 87.8% and a kappa value of 81.8%. 

The high result of the proposed model can be categorized as having good perfor-

mance. 

The GB algorithm obtained the poorest performance with an accuracy of 55.1% 

and a kappa value of 26.3%. Therefore, this study recommends the use of the pro-

posed model for predicting student academic performance. The superiority of the 

proposed model can be attributed to its two-step ensemble approach. In the first step, 

the proposed model combines the regression results from several algorithms used in 

this case study, including ridge regression, elastic net, SVM, neural network, and GB. 

In the second step, the results from the first step are further processed using the blend-

ing technique. The previous study recommends using a stacking model that combines 

several models for enhanced learning process and predictive performance. In their 

research, this approach achieved over 80% accuracy [20]. 
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3.5 Feature Importance 

The variables influencing the performance of student's academic achievement at each 

classification level can be analyzed from each constructed algorithm. In this case 

study, the variables influencing each algorithm model were analyzed, and the top ten 

significant features were identified. Figure 3 presents the significant variables that 

impact each model.  

 

 

Fig. 3. The ten most important variables based on the weighted average value of their standard-

ized coefficient values in the proposed model 

Table 3. The ten most important variables based on the weighted average value of their stand-

ardized coefficient values in the proposed model 

No. Variable 

name 

Variable description Importance 

(%) 

1 first_gpa First semester GPA 66.30 

2 failed Number of failed classes 27.00 

3 absences The average number of absences per class 22.37 

4 aca_ach Level of achievement in academic competitions 

during high school 

20.01 

5 m_income Mother’s monthly income 15.79 

6 hs_gpa High school GPA 15.45 

7 fam_rel Perceived quality of family relationships 15.41 

8 scholarship Currently on a scholarship 14.63 

9 ht_loc Hometown location 11.65 

10 travel_time Travel time from residence to university 11.38 

Table 3 displays the top ten variables influencing student academic achievement. 

These variables include first semester GPA, number of failed classes, number of ab-

sences, achievement in academic competitions, mother's monthly income, high school 

GPA, quality of family relationship, scholarship status, hometown location, and travel 
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time to the university. These factors are crucial in predicting the academic perfor-

mance of first year students in the industrial engineering program. In the previous 

research, the variables that most influence student academic achievement are grade 

point average scores, class absences, and participation in academic competitions [8] 

The cumulative GPA, number of absences, and achievement in academic competi-

tions significantly influence student academic achievement [21]. The results of this 

study have practical implications for students, helping them identify weaknesses and 

improve their learning methods. Additionally, this research can assist lecturers and 

study programs in evaluating learning methods and academic policies to enhance 

student outcomes. 

4 Conclusion 

This research aimed to predict the academic performance of new students in the in-

dustrial engineering program at a university in Indonesia using a two-step blending. 

The results of this study demonstrate that the proposed model outperforms the elastic 

net, achieving an accuracy of 87.8% and a kappa value of 81.8%. The high result of 

proposed model can be categorized as having good performance. The analysis of vari-

ables influencing each algorithm model revealed the top ten significant features. The 

first semester GPA, number of failed classes, number of absences, achievement in 

academic competitions, mother's monthly income, high school GPA, quality of family 

relationship, scholarship status, hometown location, and travel time to the university 

were identified as the most important factors influencing the prediction model for 

academic performance. This research can help students in recognize academic weak-

nesses such as cumulative GPA, number of failed classes, and number of absences so 

as to improve their study methods. It also assists lecturers and study programs in 

evaluating study methods and academic policies. For further research, it is recom-

mended to collect data from different study programs to achieve more comprehensive 

results and gain a better understanding of first-year students' academic performance. 

Additionally, future studies may consider adding or updating more relevant input and 

output variables to enhance prediction accuracy. 
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