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Abstract. House prices are getting more and more expensive. Entrepreneurs 

compete to collect assets. Therefore, this research aims to determine the right 

house price based on several considerations for that price. Considerations can 

come from the location of the house or the environment. To find out the 

relationship, we can use regression analysis. In a regression analysis, predictor 

variables often found that are interconnected. This results in multicollinearity 

between these variables. But often these predictor variables should theoretically 

be significant, and not worth removing. To overcome this, a regression analysis 

was compared by including all predictor variables, by including predictor 

variables that were highly correlated with response variables, by including the 

best subset selection variable, and then the principal component regression. 

Estimates for the models already mentioned are approached through the 

frequentist and Bayesian estimation methods. Based on the analysis, it was found 

that Bayesian analysis is better when compared to frequentist estimates. Then the 

principal component of the regression turns out to be better used if there is 

multicollinearity between variables. Thus, it means that we assume all the 

predictor variables are significant in the model. 

Keywords: Bayesian, Frequentist, House Price, Entrepreneurship, Principal 

Component Regression. 

1 Introduction 

As everyone knows, the land area on this earth has neither increased nor 

decreased. According to economics, home is one of the primary needs [1]. 

Because the land area on earth is fixed, then the price of a house that is certainly 

built on the land is increasingly expensive [2]. Moreover, land on this earth is also  
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to build infrastructure [3]. This situation makes everyone have to think about how 

to get a house at a price in accordance with economic conditions [4]. Many home 

offers with various prices. The price of each house sold depends on several factors 

such as land area, building area, and other facilities. Not only that, but this price 

is also influenced by the distance of the house to public services such as markets, 

hospitals, airports, and others. Thus, many factors affect the selling price of a 

house. And of course, this will have a big impact on immigrants [5]. Who previ-

ously did not come from a metropolitan city. 

Research related to home prices has increased in recent years [6]. Ordinary 

least square (OLS) regression is often used to model the selling price of a house 

against the factors that influence it [7]. Previous research using quantile regres-

sion showed that buyers who want high housing prices do indeed want to get 

luxury amenities  [7]. This proves that the facility will indeed be used as a refer-

ence for setting house prices. However, in Indonesia, the selling price of the house 

certainly varies. With the same facilities can make a different price for each dif-

ferent region [8].  

Research on housing prices has been done a lot, but most of these studies are 

more inclined to forecasting. Among them is forecasting conducted data on sell-

ing prices of homes in Atlanta, Chicago, Dallas, and San Francisco [9]. Estimates 

are made for forecasting the selling price of a house using Bayesian analysis. In 

addition, research on home selling prices using Bayesian analysis and principal 

component regression has also been conducted [10], but this research focuses on 

forecasting. This research was conducted to obtain information about what factors 

are most significant in influencing the selling price of a house. With so many 

offers for home sales everywhere, the buyer must have a reason why they should 

buy the house when compared to other houses. Previous information about the 

selling price of a house can be used as a Bayesian analysis material as a prior, 

thus comparing the estimation results with a frequentist and Bayesian approach 

regarding the factors that must be considered when a buyer wants to buy a house. 
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2 Materials and Methods 

In this section, we will explain data sources, determine model variables, and check 

the collinearity between these variables. Then , some literature reviews will be pro-

vided about the methods that will be used in the modeling analysis of this research. 

2.1 House Price Secondary Data 

House price data is obtained from buying and selling websites in Indonesia. The 

data taken consists of house prices, land area, building area, number of bathrooms, 

number of bedrooms, number of floors, and distance of the house to public facili-

ties such as hospitals, malls, and airports. Then the data is taken for the Semarang 

and Surabaya city. Data on house prices were taken from 50 houses randomly each 

for the two cities. 

2.2 Determining Variables 

There are several variables used for home price analysis in the city of Semarang. 

The response variable is the price of the house, while the predictor variable consists 

of land area, building area, number of bathrooms, number of bedrooms, number of 

floors, and distance to public facilities, namely hospital dr. Kariadi, Achmad Yani 

Airport, and Paragon City Mall. Why are these facilities used as a reference for the 

distance calculated in the analysis, this hospital and these malls are the largest in 

Semarang and this airport is the only one in Semarang. As a relevant comparison 

material, then in Surabaya also taken the same variable as Semarang. As an appro-

priate comparison, the distance is taken to dr. Soetomo's Hospital, Juanda Airport, 

and Tunjungan Plaza Mall for variables in Surabaya city. 

The data structure of house prices can be seen in Table 1. Then the explanation 

for each variable is as follows: Y  is the house price (in million Rupiah), 
1X  is the 

land area (in 
2m ), 

2X  is the building area (in 
2m ),

3X  is the number of bathrooms, 

4X  is the number of bedrooms, 
5X  is the number of floors, 

6X  is the distance (in 

KM) to the hospital dr. Kariadi (for Semarang city) and distance to the hospital dr. 

Soetomo (for Surabaya city), 
7X  is the distance to the Achmad Yani airport (for 
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Semarang City) and the distance to the Juanda airport (for Surabaya City), 
8X  is 

the distance to the Paragon City Mall (for Semarang City) and distance to the Tun-

jungan Plaza Mall (for Surabaya City).  

 
Table 1. Data Structure of House Price 

No. Y  
1X  2X   

7X  8X  

1 450 81 52  20.4 10.8 

2 650 150 70 . 8.2 1.2 

3 245 60 36  24.7 15.2 

4 300 72 72  23.2 13.6 

5 530 75 45  20 10.4 

6 396 100 42  21.4 11.8 

 .      

47 1100 260 200  56.7 50.4 

48 700 220 200  1155 1152 

49 1300 296 200  55.5 49.2 

50 475 72 36  56.1 49.8 

 

2.3 Principal Component Regression (PCR) 

In statistics, principal component regression (PCR) is a regression analysis tech-

nique that is based on principal component analysis (PCA) [11]. Typically, it con-

siders regressing the outcome (also known as the response or the dependent vari-

able) on a set of covariates (also known as predictors, explanatory variables, or 

independent variables) based on a standard linear regression model, but uses PCA 

for estimating the unknown regression coefficients in the model [12]. In PCR, 

instead of regressing the dependent variable on the explanatory variables directly, 

the principal components of the explanatory variables are used as regressors [13]. 

One typically uses only a subset of all the principal components for regression, 

making PCR a kind of regularized procedure. Often the principal components with 

higher variances (the ones based on eigenvectors corresponding to the higher ei-

genvalues of the sample variance-covariance matrix of the explanatory variables) 

are selected as regressors. However, to predict the outcome, the principal compo-

nents with low variances may also be important, in some cases even more im-

portant [14]. 
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One major use of PCR lies in overcoming the multicollinearity problem which 

arises when two or more of the explanatory variables are close to being collinear 

[15]. PCR can aptly deal with such situations by excluding some of the low-vari-

ance principal components in the regression step. In addition, by usually regress-

ing on only a subset of all the principal components, PCR can result in dimension 

reduction through substantially lowering the effective number of parameters char-

acterizing the underlying model. This can be particularly useful in settings with 

high-dimensional covariates. Also, through the appropriate selection of the prin-

cipal components to be used for regression, PCR can lead to efficient prediction 

of the outcome based on the assumed model.  

For a more complete explanation, mathematical formulas can be explained 

through Marx and Smith’s research [16]. Let ( )1 1, ,
T

n ny y =Y  denote the 

vector of the response variable and ( )1, ,
T

n p n =X x x denote the correspond-

ing data matrix of predictor variables, where n  and p  denote the size of the 

number of observations and the number of predictor variables, respectively, with 

n p . The primary goal is to obtain an efficient estimator β̂  for the parameter 

β , based on the data. One frequently used approach for this is ordinary least 

squares regression which, assuming X  is full column rank, gives the unbiased 

estimator. PCR starts by performing a PCA on the centered data matrix X . For 

this, let 
TU V= X  denote the singular value decomposition of X , where 

( )1 1diag , ,  with  p p p p    =    denoting the non-negative singular 

values of  X , while the columns of ( )1, ,  p p pU  = u u and 

( )1V , ,  p p p = v v are both orthonormal sets of vectors denoting the left and 

right singular vectors of  X , respectively. Let  1, ,k k kV= =W X Xv Xv  de-

note the n k  matrix having the first k  principal components as its column. 
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W may be viewed as the data matrix obtained by using the transformed covari-

ates k T k

i k iV= x x  instead of using the original covari-

ates    1p

i i n   x . Let ( )
1

ˆ T T k

k k k kW W W
−

= Y  denote the vector 

of estimated regression coefficients obtained by ordinary least squares regres-

sion of the response vector Y on the data matrix 
kW . Then, for any 

 1, ,k p , the final PCR estimator of β  based on using the first k  principal 

components is given by ˆ ˆ .p

k k kV = β  

2.4 Bayesian Modeling 

Bayesian inference refers to statistical inference where uncertainty in inferences 

is quantified using probability. In classical frequentist inference, model parame-

ters and hypotheses are considered to be fixed. Probabilities are not assigned to 

parameters or hypotheses in frequentist inference. For example, it would not make 

sense in frequentist inference to directly assign a probability to an event that can 

only happen once, such as the result of the next flip of a fair coin. However, it 

would make sense to state that the proportion of heads approaches one-half as the 

number of coin flips increases [17]. 

Bayesian Analysis in general, many have reviewed, how the steps or principles 

in the Bayesian analysis. To be able to learn more about Bayesian analysis, it can 

be explained in a book [18] which is already complete about Bayesian analysis. 

In general, Bayesian analysis formulas can be written in Equation (1) 

( ) ( ) ( )| |p p lθ x θ x θ . 
(1) 

where ( )|p θ x  is the posterior distribution, ( )p θ  is the prior distribution and 

( )|l x θ  is the likelihood of data research.   

 This research will emphasize the use of Pseudo priors which will be used as 

information to obtain posterior distribution. Pseudo-prior is a term that was pop-

ularized by [19] which is defined as the determination of prior distributions that 
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use the prior distribution parameter values from the results of modeling or pro-

cessing by the frequentist approach. 

2.5 Methodology 

The following are the steps taken to do modeling with regression analysis 

1. Detect the presence of multicollinearity by showing the correlation value be-

tween variables and also the VIF value of each variable. 

2. If there is multicollinearity, then it is likely to be done with principal compo-

nent regression. 

3. Before going to the principal component regression stage, a regression will 

be carried out by entering all the predictor variables. 

4. Regressing predictor variables that have a high correlation value to the re-

sponse variable. 

5. Regressing the best variable for the best subset selection 

6. With principal component analysis, principal component regression will be 

performed. 

7. Comparing 
2R  values, the largest 

2R  values that will be considered later, 

will then be compared with the estimation results using principal component 

regression. 

For the series of steps above, we will get the estimated regression coefficient val-

ues for each model. This regression coefficient value will later be used as a 

Pseudo before being estimated by Bayesian analysis. 

2.6 Dealing with Multicollinearity 

To detect the relationship between predictor variables, correlation can be used. 

The higher the correlation value, the more predictor variables are interconnected, 

or the presence of multicollinearity. The correlation between predictor variables 

can be seen in Table 2 for Semarang City and Table 3 for Surabaya city. From 

Table 2, it can be seen that there are four high correlation values, while in Table 

3 there are two high correlation values (in the red box). 

 

Table 2. Variable Predictor Correlation Matrix for Home Prices in the Semarang City 
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Y  

1X  2X  3X  4X  5X  6X  7X  

1X  0.345 
       

2X  0.774 0.54 
      

3X  0.816 0.38 0.85 
     

4X  0.748 0.52 0.85 0.84 
    

5X  0.379 0.05 0.41 0.42 0.418 
   

6X  -0.001 0.06 0.24 0.11 -0.06 0.29 
  

7X  -0.002 0.06 0.24 0.11 -0.05 0.29 1 
 

8X  0.000 0.06 0.25 0.11 -0.05 0.29 1 1 

 

Table 3. Variable Predictor Correlation Matrix for Home Prices in the Surabaya city 

 Y  1X  2X  3X  4X  5X  6X  7X  

1X  0.924        

2X  0.929 0.887       

3X  0.28 0.337 0.344      

4X  0.324 0.481 0.404 0.702     

5X  0.446 0.329 0.555 0.423 0.22    

6X  -0.113 -0.09 -0.153 0.355 0.359 -0.09   

7X  -0.13 -0.211 -0.224 -0.186 -0.452 0.002 -0.281  

8X  -0.184 -0.172 -0.21 0.263 0.29 -0.071 0.912 -0.244 

 

Among the many indices, the variance inflation factor (VIF) is widely used to 

determine collinearity. Although any fixed numbers for VIFs as extremes have 

not yet been introduced, but it is obvious that the higher the indices are, the more 

serious the collinearity problem exists. If any of the VIFs exceeds 5 or 10, it is an 

indication that the associated regression coefficients will poorly be estimated [20]. 
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Table 4. VIF values for Predictor Variables for Semarang and Surabaya city 

 VIF  

Variables Semarang Surabaya 

1X  1.66 6.69 

2X  8.28 8.11 

3X  4.99 2.68 

4X  7.76 3.04 

5X  1.70 2.21 

6X  19316.16 7.01 

7X  3817.02 1.45 

8X  21781.24 6.55 

 

Based on  

 

Table 4, there is a very extreme VIF value, namely the relationship between 
6X  , 

7X  and 
8X  in Semarang, besides that other VIF values are also quite high. 

3 Main Results 

Before going to the analysis step, we will first look at the pattern of house price data 

in Semarang and Surabaya. To help see the pattern of data, a histogram is displayed 

for each house price in Semarang and Surabaya cities in Figure 1 and Figure 2. Data 

on house prices in Semarang and Surabaya in Figure 1 and Figure 2 are accompanied 

by Normal distribution fit according to the Kolmogorov-Smirnov goodness of fit test. 

After a histogram of the house price is displayed, descriptive statistics for the pre-

dictor variables are displayed in Table 5 and Table 6. Based on Table 5 and Table 6 

it can be seen that there are significant differences in variance on the predictor varia-

bles. In addition to this, also for reasons of unit differences in each of the predictor 

variables, then for the principal component analysis of regression the correlation unit 

will be used, not covariance. 
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Figure 1. House Price Histogram in Semarang city 
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Figure 2. House Price Histogram in Surabaya city 

 

 
Table 5. Descriptive Statistics for Predictor Variables in Semarang city 

Variable Mean StDev Var Q1 Median Q3 

1X  168.3 282.5 79826.7 72.0 87.0 150.0 

2X  89.3 77.9 6075.6 39.0 49.0 122.5 

3X  1.500 0.839 0.704 1.000 1.000 2.000 

4X  2.780 1.234 1.522 2.000 2.000 3.000 

5X  1.2000 0.4041 0.1633 1.0000 1.0000 1.0000 

6X  39.2 161.6 26120.1 7.5 11.6 15.1 

7X  46.9 160.8 25842.8 14.9 20.3 24.8 

8X  40.0 161.3 26009.2 8.3 11.8 15.4 

 

 
Table 6. Descriptive Statistics for Predictor Variables in Surabaya city 

Variable Mean StDev Var Q1 Median Q3 

1X  225.2 214.5 46017.6 103.0 160.5 240.0 

2X  267.6 279.2 77930.7 120.0 180.0 287.5 

3X  3.100 1.374 1.888 2.000 3.000 4.000 
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Variable Mean StDev Var Q1 Median Q3 

4X  4.140 1.552 2.409 3.000 4.000 5.000 

5X  1.7000 0.5440 0.2959 1.0000 2.0000 2.0000 

6X  6.008 2.871 8.242 3.500 5.400 7.500 

7X  16.644 3.072 9.440 14.100 17.400 19.400 

8X  7.816 2.850 8.120 5.175 7.200 10.000 

 

Based on the steps outlined in the section 2.5,  

 

 
 

 

Table 7 and Table 8 are the results of regression analysis if all predictor 

variables are included in the model. With a significance level of a = 5%, only 

3X  is significant for the model in Semarang city and 
1X , 

2X  and 
4X  for 

Surabaya city. Then the results of this regression estimate will be made 

Pseudo priors for further estimation using Bayesian analysis, which is on the 

right side. For Bayesian analysis, a variable is said to be significant if the 

estimated results of its parameters at the interval of credible intervals do not 

contain zero. 

 
 

 

 

 

 

Table 7. Estimation Results by Entering All Predictor Variables into the Model in the 

Semarang city 

Frequentist Bayesian 

Estimator Coef SE Coef P-Value  Coef 2.5% 9.75% 

0̂  -334 278 0.236  -321.6 -592 -48.8 

1̂  -0.109 0.269 0.688  -0.1 -0.4 0.2 

2̂  3.80 2.18 0.089  3.7 1.6 5.9 

3̂ . 4 157 0.007  450.7 289.8 609.4 

4̂  -52 133 0.697  -48.5 -177.6 82.1 

5̂  165 191 0.390  163.3 -28.9 360.1 

6̂  -34.5 50.8 0.501  -35.1 -72.9 -3.7 

7̂  1.8 22.7 0.939  -0.5 -22.7 20.1 

8̂  32.0 54.0 0.557  34.9 -1.2 73.7 

2R  
  71.77%    71.77% 
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Table 8. Estimation Results by Entering All Predictor Variables into the Model in the Surabaya 

city 

Frequentist Bayesian 

Estimator Coef SE Coef P-Value  Coef 2.5% 9.75% 

0̂  -4979 3159 0.123  -4922.3 -7968 -1890.9 

1̂  22.63 4.17 0.000  22.6 18.6 26.7 

2̂  15.49 3.53 0.000  15.5 12.2 18.9 

3̂ . -30 412 0.942  -29.1 -445.2 390.4 

4̂  -909 389 0.024  -911.1 -1301 -524.8 

5̂  413 945 0.664  405.6 -541.4 1371 

6̂  317 319 0.326  316.2 11.2 618.9 

7̂  148 136 0.281  146.1 13.8 277.7 

8̂  -43 311 0.891  -42.2 -340.7 257.9 

2R  
  93.32%    93.32% 

 
The next step is to regress the predictor variable that has the highest correlation 

value to the house price variable. Based on Table 2 and Table 3, we get 2X  , 3X and 

4X  for Semarang City and 1X  and 2X  variables for Surabaya. Like as before, the 

estimation results from the frequentist approach will be used as Pseudo priors for 

Bayesian analysis. The estimation results can be seen in Table 9 and Table 10. For 

Surabaya city, the estimation results using the frequentist and Bayesian approaches 

have the same results, which are all significant parameters. Unlike Surabaya City, 

there are differences regarding the results of the estimation for Semarang City. 

 
Table 9. Estimation Results by Entering the Highest Correlation Predictor Variables into the 

Model in the Semarang City 

Frequentist Bayesian 

Estimator Coef SE Coef P-Value  Coef 2.5% 9.75% 

0̂  -308 171 0.079  -307.4 -485.4 -130.7 

2̂  2.10 1.64 0.205  2.1 0.5 3.8 

3̂ . 449 145 0.003  449.4 298.9 599.4 

4̂  62.0 99.0 0.534  61.6 -37.7 160.2 

2R  
  69.13%    69.13% 
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Table 10. Estimation Results by Entering the Highest Correlation Predictor Variables into the 

Model in the Surabaya City 

Frequentist Bayesian 

Estimator Coef SE Coef P-Value  Coef 2.5% 9.75% 

0̂  -3281 542 0.000  -3865 -3483 -2692 

1̂  18.76 3.79 0.000  16.7 18 20.8 

2̂  15.71 2.91 0.000  13.6 15 17.8 

2R  
  90.97%    90.97% 

 
The next step is to regress the predictor variable that has the best subset selection. 

Based on Table 4, the variables 6X  , 7X and 8X  for Semarang city have very ex-

treme VIF values. Therefore, only one is taken to represent the three, namely 7X  

because it has the highest correlation based on Table 2. The selection of the best sub-

set is based on the highest 
2R  value, which can be seen in  

 

Table 11 and Table 12. 

 

 
 

 

Table 11. The selection of the Best Subset Model is based on the Largest Determination Coef-

ficient for Semarang City 

Number of Variables 2R  1X  2X  3X  4X  5X  7X  

2 67.5 
 

V V 
   

2 66.7 
  

V V 
  

3 68.9 
 

V V 
  

V 

3 67.1 
 

V V V 
  

4 68.6 
 

V V 
 

V V 

4 68.5 V V V 
  

V 

5 68.1 V V V 
 

V V 

5 68.1 
 

V V V V V 

6 67.5 V V V V V V 
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Table 12. The selection of the Best Subset Model is based on the Largest Determination Coef-

ficient for Surabaya City 

Number of Variables 2R  1X  2X  3X  4X  5X  6X  7X  8X  

1 86.0 
 

V 
   

 
 

 

1 85.1 V 
    

 
 

 

2 90.6 V V 
   

 
 

 

2 87.1 V 
   

V  
 

 

3 92.0 V V 
 

V 
 

 
 

 

3 91.2 V V 
   

 V  

4 92.4 V V 
 

V 
 

V 
 

 

4 92.3 V V 
 

V 
 

 
 

V 

5 92.5 V V 
 

V 
 

V V  

5 92.3 V V  V   V V 

6 92.4 V V  V V V V  

6 92.3 V V V V  V V  

7 92.2 V V  V V V V V 

7 92.2 V V V V V V V  

8 92.0 V V V V V V V V 

 
Based on  

 

Table 11 and Table 12, the estimation results for the frequentist and Bayesian ap-

proaches can be seen in Table 13 and Table 14. 

  
Table 13. Estimation Results by Entering the Best Subset Predictor Variables into the Model in 

the Semarang City 

Frequentist Bayesian 

Estimator Coef SE Coef P-Value  Coef 2.5% 9.75% 

0̂  -203 124 0.108  -203.4 -333 -71.6 

2̂  3.34 1.45 0.026  3.3 1.9 4.8 

3̂ . 441 132 0.002  441.1 317.5 564 

7̂  -0.652 0.370 0.085  -0.7 -1.1 -0.3 

2R  
  70.84%    70.84% 

 

 

Table 14. Estimation Results by Entering the Best Subset Predictor Variables into the Model in 
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the Surabaya City 

Frequentist Bayesian 

Estimator Coef SE Coef P-Value  Coef 2.5% 9.75% 

0̂  -4789 2818 0.096  -4828 -7445.1 -2167 

1̂  21.85 3.55 0.000  21.9 18.3 25.4 

2̂  16.45 2.66 0.000  16.5 13.8 19.1 

4̂  -899 292 0.004  -897.6 -1200 -597.5 

6̂  277 135 0.047  278 133 421.6 

7̂  160 125 0.205  161.8 38.8 282.7 

2R  
  93.28%    93.28% 

 
It has been explained before that predictor variables have a high multicollinearity, 

therefore the model to be analyzed last is to use principal component regression. The 

number of principal components taken can be seen in the scree plot in Figure 3 and 

Figure 4 and also the eigenvalues of more than 1 in Table 15 and Table 16.  

 

Table 15. Eigenvalues and Eigenvectors of Correlation Matrix for Semarang city 

Variables 
  Component   

1 2 3 4 5 

   Eigenvalues   

 3.6248 2.7343 0.9251 0.4903 0.1309 

   Eigenvectors   

1X  0.242 -0.252 -0.681 -0.606 -0.218 

2X  0.431 -0.289 -0.069 0.219 0.356 

3X  0.377 -0.338 0.124 0.419 -0.735 

4X  0.334 -0.433 0.043 0.094 0.528 

5X  0.306 -0.049 0.706 -0.627 -0.072 

6X  0.369 0.428 -0.073 0.048 0.014 

7X  0.369 0.428 -0.076 0.050 0.024 

8X  0.369 0.427 -0.075 0.049 0.020 
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Figure 3. Scree Plot Principal Component for the Semarang city 

 
Table 16. Eigenvalues and Eigenvectors of Correlation Matrix for Surabaya city 

Variables 
  Component   

1 2 3 4 5 

   Eigenvalues   

 3.0780 2.3434 0.9875 0.6336 0.6037 

   Eigenvectors   

1X  0.416 0.311 -0.220 -0.287 0.429 

2X  0.423 0.365 -0.085 -0.372 0.087 

3X  0.438 -0.107 0.363 0.521 0.071 

4X  0.474 -0.129 -0.112 0.463 0.165 

5X  0.304 0.241 0.559 -0.209 -0.613 

6X  0.199 -0.568 0.094 -0.311 0.129 

7X  -0.275 0.172 0.680 -0.051 0.618 

8X  0.416 0.311 -0.220 -0.287 0.429 
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Figure 4. Scree Plot Principal Component for the Surabaya city 

Based on eigenvalues and scree plots, the regression was performed for 1PC  

and  2PC  for both cities. Estimation results can be seen in Table 17 and  

 

 
 

Table 18.  

 
Table 17. Estimation Results by Principal Component Regression for Semarang city 

Frequentist Bayesian 

Estimator Coef SE Coef P-Value  Coef 2.5% 9.75% 

constant 726.5 61.2 0.000  726.3 656.8 795.3 

1PC  213.9 32.5 0.000  213.9 177.5 250.7 

2PC . -242.3 37.4 0.000  -242.5 -284.9 -199.9 

2R  
  64.48%    64.48% 

 

 
 

 

 

 

Table 18. Estimation Results by Principal Component Regression for Surabaya city 

Frequentist Bayesian 

Estimator Coef SE Coef P-Value  Coef 2.5% 9.75% 

constant 5148 645 0.000  5146.4 4414 5873 
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Frequentist Bayesian 

Estimator Coef SE Coef P-Value  Coef 2.5% 9.75% 

1PC  3268 371 0.000  3268.3 2852 3689 

2PC . 2961 426 0.000  2958.9 2477 3444 

2R  
  72.82%    72.82% 

 
Based on Table 17 and  

 

 

 

Table 18, it can be seen that using both frequentist and Bayesian estimates gives the 

same results, i.e. all significant components. 

Based on  

 

 

 

 

Table 7, Table 8, Table 9, Table 10, Table 13, Table 14, Table 17 and  

 

 

 

Table 18, it can be concluded that the highest coefficient of determination is ob-

tained if all variables are included in the model. However, not all predictor variables 

significantly influence the selling price of houses in Semarang or Surabaya. To be 

able to see how the results of the estimation of the original price of each house sold 

in Semarang and Surabaya can be seen in Figure 5 and Figure 6. 
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Figure 5. Scatter Plot of Estimated Results by Incorporating All Variable Predictors into the 

Model through the Frequentist and Bayesian Approaches for Semarang City 

 

 
Figure 6. Scatter Plot of Estimated Results by Incorporating All Variable Predictors into the 

Model through the Frequentist and Bayesian Approaches for Surabaya City 
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Then, the scatter plot above will be compared with the scatter plot from the estimation 

results using PCR. The estimation results for the frequentist and Bayesian approaches 

are separated into two different scatter plots because of the very large scale of house 

price data, so the dots coincide. Scatter plots for the Semarang and Surabaya cities 

can be seen in Figure 7 and Figure 8, respectively. 

 

4 Conclusions 

Based on the results and analysis, there are several things that can be learned. The 

first is different estimation results when using the frequentist and Bayesian ap-

proaches. However, estimations using the frequentist and Bayesian approaches have 

the same results for the principal component regression. This statement is supported 

by the estimation results in Figure 5, in Figure 5 shows that Bayesian estimates are 

closer to the original house price in Semarang. The second is to look in more detail, 

in Figure 6, Figure 7 and Figure 8, the estimation results are at a minus value. This 

should be avoided because the selling price of a house cannot be negative. The cause 

of the results of this negative estimate is because the regression is done using the 

Normal distribution approach whose domains are from infinite negative to positive 

infinite. The third is estimation using principal component regression is found to be 

Figure 7. Scatter Plot of Estimated Results by Principal Component Regression through the Frequentist 

and Bayesian Approaches for Semarang City 

Figure 8.  Scatter Plot of Estimated Results by Principal Component Regression through the Frequentist 

and Bayesian Approaches for Surabaya City 
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better than entering all variables, even though entering the coefficient of determina-

tion is higher. This statement is supported by the fact that in the regression model that 

includes all the variables it turns out that not all are significant, whereas in PCR, all 

variables are considered influential. 

Based on the above statement, in general it can be concluded that Bayesian estimates 

are better than frequentist estimates. Then for data in the presence of multicolline-

arity, it is better to use PCR. For future research that uses regression analysis, first 

look at the data from the response variable. When the response variable is always 

positive, it is better to use a distribution whose domain is always positive as well, 

such as Log Normal, Weibull, and others. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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