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Abstract. In recent years, the demand for personal credit loans has been in-

creasing day by day. For banks, how to accurately identify and effectively pre-

dict whether borrowers will repay on time is a highly concerning issue. To ef-

fectively address a series of key problems existing in traditional loan risk pre-

diction models, such as insufficient prediction performance, single hyperparam-

eter optimization objectives, and poor model interpretability, this research inte-

grates machine learning algorithms such as LightGBM and NSGA-III and 

builds an algorithm called NS3-LightGBM for predicting the probability of bor-

rowers repaying on time. Testing and empirical analysis are done to confirm the 

suggested model's ability to make predictions. The suggested model has an ac-

curacy rate of more than 86%, according to the results. in prediction, and its 

prediction ability is better than traditional machine learning models. In addition, 

through a more detailed analysis of the impact of various features on the predic-

tion results, it is found that monthly income, the number of months on-time re-

payment per year, and whether there is a fixed job are key features that affect 

the possibility of borrowers repaying on time. 
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1 INTRODUCTION 

Credit loans are one of the main businesses of banks, and one of its core businesses is 

judging the repayment ability of borrowers. Personal consumer credit is a product of 

financial innovation, which refers to the loan services provided by financial institu-

tions to meet personal consumption needs [1]. This service has developed based on 

traditional financing business bets. Its growth is mainly attributed to two factors: the 

maturity of personal consumer credit business and internet technology. A large num-

ber of personal consumer credit products have emerged online and are widely [2]. 

Many financial institutions, banks, and enterprises have launched online loan services, 

making it a hot topic in Internet finance. According to a survey, the scale of personal 

credit loans consumption loans in China has exceeded that of personal loans [3]. With 

the growth of personal consumer credit demand, related risks are gradually emerging, 

among which personal credit loan risk is one of the primary risks [4]. According to 

official data, as of the end of March 2020, the number of operational online lending  
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institutions in China had dropped significantly by 86% year-on-year, leaving only 139
institutions left [5]. Many well-known platforms, such as INVESTING.com,
JIMBUDONG.com, and RENRENJIAOGAI.com, have withdrawn from the market
due to personal credit loans risk. According to the He and other research, consumer
credit business always brings risks to financial institutions [6]. The establishment of a
loan credit information database helps to reduce these risks. By assessing the credit
risk of borrowing, lending platforms can more accurately understand the credit relia-
bility of borrowing, thus preventing potential losses caused by the trust crisis [7].

Currently, consumer finance companies use various statistical and machine learn-
ing methods to predict loan risk, commonly referred to as credit scoring. Through the
scores on the credit scorecard, this paper can intuitively analyze which individuals are
more likely to be approved for a loan. The on-time repayment rate of customers is
constantly changing, so it is necessary to regularly update each credit scorecard. The
future stability of the credit scorecard is crucial, as accuracy declines could result in
loans being allocated to worse-performing customers. To account for the time re-
quired for redeveloping, validating, and implementing credit scores, ensuring model
stability and performance is very important.

This article utilizes the NS3-LightGBM algorithm for personal credit loan reputa-
tion score prediction, involving three main machine learning methods: LightGBM,
and NSGA-III. Among them, LightGBM is an effective analysis method for credit
risk evaluation. For example, based on the LightGBM algorithm, research on personal
loan default prediction by Ma Xiaojun et al. confirmed that the LightGBM model
outperformed other machine learning models, including decision trees and random
forests, in terms of prediction performance [8]. Therefore, this paper uses it as the
basic classifier for personal credit loan default risk prediction. Generally, the setting
of hyperparameters in machine learning models has a significant impact on their clas-
sification performance. To illustrate the non-dominated sorting genetic algorithm
(NSGA's) beneficial effects in this respect, De et al. suggested a fast NSGA-III based
on NSGA [9]. Thus, this study builds a personal credit loan default risk prediction
model based on LightGBM-NSGA-III by optimizing the hyperparameters of the
LightGBM model using the NSGA-III method. This method increases the model's
interpretability while simultaneously increasing prediction accuracy. The three afore-
mentioned elements comprise the primary contributions of this research: (1) the De-
tailed design of a feature system for predicting credit default; (2) Through the integra-
tion of multiple machine learning algorithms, it effectively addresses a series of key
issues, such as prediction efficiency, this paper generalization performance, and lack
of interpretability, that exist in existing machine learning algorithms when applied to
credit default prediction research.

2 LITERATURE REVIEW

Early scholars mostly used traditional statistical methods or default risk measurement
models based on option theory to warn of borrow. This paper default risk. Among
them, traditional statistical models mainly include the Z-Score and its improved mod-
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els constructed by Altman; default risk measurement models mainly include structural
and simple models [10]. The structural model is represented by the BSM model con-
structed by Merton [11]. In practical applications, the sample size of default data re-
quired to construct structural models is insufficient, making it difficult to achieve
ideal warning effects [12]. The reductionist model may not be able to consider all
possible influencing factors, resulting in a series of problems such as unstable estima-
tion in the model [13].

In recent years, by actively introducing machine learning algorithms for research in
the financial field, algorithms have shown significant improvements. For example,
Wang Di et al. constructed a debt default risk prediction model based on machine
learning methods and found that the prediction accuracy exceeded 80% [14]. Ke pre-
sented a LightGBM model with more consistent classification outcomes in 2017 that
was based on the GBDT algorithm [15]. The LightGBM algorithm was used in a
study on personal loan default warnings by Ma Xiaojun et al., who confirmed that the
LightGBM model outperforms other machine learning models including decision
trees and random forests in terms of warning performance [8]. In 2024, Deng Shan-
guang and others optimized the LightGBM algorithm to obtain LightGBM-NSGA-II-
SHAP, which was used to study personal credit loan issues and achieved good results
[16].

3 FORECASTING MODEL

To address a series of key issues, such as efficiency, poor generalization performance,
and lack of interpretability in existing forecast models, this study builds a personal
credit loans default forecast model based on LightGBM as the base model. Due to the
large number of hyperparameters in the model and their significant influence on the
model's forecast results, NSGA-III is used to optimize the important hyperparameters
in LightGBM to improve the model's forecast effect and generalization ability. In
addition, we compared this method with various other methods to demonstrate its
superiority in predicting personal credit loan reputation scores.

3.1 LightGBM

LightGBM is a fast, efficient, and flexible machine-learning algorithm based on a
gradient-boosting framework [17]. It uses a structure similar to an ensemble learning
algorithm, but through a series of improvements, provides higher performance and
flexibility compared to traditional decision trees or random forests. The main feature
of LightGBM is its efficient implementation, especially for large-scale datasets, it can
achieve training speeds in milliseconds. This article uses LightGBM for personal
credit loan prediction.

The main steps of the LightGBM algorithm include:
1. Feature selection: LightGBM uses a method called feature importance score to

select the most important features, which helps reduce the need for feature engineer-
ing and improve model performance.
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2. Tree construction: LightGBM uses a tree structure based on Gradient Boosting
Decision Trees (GBDTs) for modeling.

3. Gradient computation: Unlike random forests, LightGBM uses a method called
"Gradient-based" to compute gradients, which provides better performance and stabil-
ity.

4. Boosting process: LightGBM uses a method called "Gradient Boosting" to com-
bine the predictions of multiple decision trees, which can improve the model's gener-
alization ability and prediction accuracy.

3.2 NSGA-III

When the LightGBM model is used for personal credit loan default risk forecast, dif-
ferent hyperparameter configurations will produce different warning effects. This
article optimizes the model's critical hyperparameters using the non-dominated sorting
genetic algorithm (NSGA-III) to create an accurate and effective risk forecast model.

An enhanced variant of NSGA-II, NSGA-III is a significant algorithm in the field
of multi-objective optimization [18]. To preserve population variety, it introduces
widely dispersed reference sites, which innovates the selection process. Its primary
benefit is its capacity to efficiently strike a balance between diversity and conver-
gence to identify superior solutions on the Pareto frontier. The following are the pri-
mary NSGA-III steps: initialize the population, perform non-dominated sorting on
individuals in the initial population, selection operations, crossover and mutation, and
update.

3.3 Algorithm Ideas

This study used NS3-LightGBM to identify personal credit loan default risk. The
research framework is shown in Fig.1 and is mainly divided into the following three
parts:

Data collection and preprocessing: First, obtain raw data from the database and
perform feature selection and cleaning. After that, split the created dataset equally
into training and test datasets and provide the information for the appropriate prepara-
tion.

Model training and optimization: Train a LightGBM model using the training da-
taset, and then use the NSGA-III method to determine the best combination of hy-
perparameters to maximize the LightGBM model's performance.

3. Model testing and performance evaluation: Verify the optimized personal credit
loans default identification model's recognition performance using the test dataset.
Evaluate the model's performance in terms of accuracy and efficiency to ensure its
accuracy and efficiency.
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Fig. 1. Main idea of NS3 LighrGBM algorithm.

3.4 Data Description, Data Exploration & Data Preprocessing

This dataset was obtained from Kaggle. host machine learning competitions. The data
comes from a machine learning competition called Credit Risk Model Stability.

Considering the wide variety of data types, as shown in Table 1, this article will
divide the data into five categories of 17 small indicators: Existing situation, repaying
ability, personal information, Personal reputation, and Purpose of loan, for further
analysis:

Table 1. Overall dataset classification.

classify Feature name code

Existing situation
outstanding obligation A1

value in pledge A2
Guarantor assets A3

Repaying ability
Monthly work income B1

Pension income B2
Debt situation B3

Personal information
age C1

permanent occupation C1
family status C3

Personal reputation

Whether there have been any other loans D1
Last loan maximum balance D2

Annual number of monthly payments on
time D3

Number of years of violations D4
Last loan time D5

Purpose of loan
lawful E1
rational E2
Use risk E3
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3.5 Feature Value Filtering

Fig. 2. Ranking of feature degree for four datasets.

In this article, to effectively improve the training efficiency of the proposed personal
credit loans prediction model, before model training and optimization, original fea-
tures are screened based on feature importance determined by calculating the
LightGBM model gain value. Fig. 2 shows the processing results of four data sets.
The four data sets are chronologically followed by the next quarter. The hoaxis repre-
sents the importance of each feature, ranked from top to bottom according to the sort-
ing results. Features are selected from the top 60% based on the sorting results for
feature screening. Following feature screening, the dataset is split into a test set and a
training set at a 3:2 ratio. The test set is used to evaluate the model's prediction, and
the training set is used to train the personal credit loans prediction model.

3.6 Model Training and Optimization

Table 2. Optimization results of hyperparameters for four datasets.

Data learing_rate num_leaves max_depth subsample
Data1 0.015 29 9 0.55
Data2 0.181 32 9 0.69
Data3 0.049 51 5 0.59
Data4 0.177 48 3 0.54

When optimizing the hyperparameters of LightGBM using NSGA-III, this paper se-
lects four hyperparameters from the numerous model parameters: learning_rate (Lr),
num_leaves (NL), max_depth (MD), and subsample (SS) based on reference by Lei
[19]. A smaller Lr can lead to better classification performance, but a too-small value
may cause overfitting. NL and MD are important parameters that determine the fore-
cast performance and generalization ability of the model. A reasonable setting can
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suppress overfitting. SS can be used to accelerate model training. For the selected
optimization objective function, the false negative rate (FOR) is minimized and the
true positive rate (TPR) is maximized. The optimization results are shown in Table 2.

4 RESULTS

4.1 Comparing Models and Testing Methods

In addition to the NS3-LightGBM model used in this article, we also used NSGA-II in
conjunction with LightGBM to obtain the NS2-LightGBM model. And LightGBM,
Adaboost, ANN, and SVM as comparative models [20].

The proposed prediction model and comparison method have test results shown in
the table on the testing set. Among the selected accuracy evaluation indicators, ACC
represents the proportion of correctly predicted defaulted samples and non-defaulted
samples among all test samples, which can reflect the accuracy of the model in pre-
dicting both defaulted and non-defaulted samples. FOR represents the proportion of
actual defaulted samples incorrectly identified as non-defaulted. Specifically, when
the ACC is larger or the FOR is smaller, the model's prediction accuracy is higher.

4.2 Analysis of Results

Table 3. Comparison results.

DATASET NS3-
LightGBM

NS2-
LightGBM LightGBM Adaboost ANN SVM

Panel A: ACC
Data1 92.99% 86.64% 81.41% 78.97% 73.58% 71.43%
Data2 88.40% 84.11% 83.62% 74.69% 74.07% 69.77%
Data3 87.01% 83.54% 81.46% 73.31% 70.34% 69.33%
Data4 85.47% 82.26% 82.84% 70.64% 69.62% 68.38%

Average 88.47% 84.13% 82.52% 74.18% 70.94% 69.23%
Panel B: FOR

Data1 2.71% 8.99% 16.12% 26.82% 10.85% 8.99%
Data2 5.52% 10.18% 17.51% 25.19% 13.83% 10.18%
Data3 7.35% 10.82% 10.39% 35.92% 12.42% 10.82%
Data4 10.65% 15.73% 16.17% 32.99% 14.01% 15.73%

Average 6.56% 11.43% 15.05% 30.23% 12.78% 11.43%
Panel C: TPR

Data1 90.96% 83.96% 70.08% 53.40% 62.92% 83.96%
Data2 90.71% 82.11% 71.56% 55.75% 61.08% 82.11%
Data3 82.76% 81.38% 71.28% 50.97% 53.75% 81.38%
Data4 79.76% 72.29% 73.56% 49.24% 57.56% 72.29%

Average 86.05% 79.94% 71.62% 52.34% 58.83% 79.94%
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Panel D: FPR
Data1 5.43% 11.80% 16.34% 14.53% 14.19% 26.32%
Data2 11.82% 14.61% 9.50% 19.75% 15.44% 27.41%
Data3 11.81% 15.06% 12.79% 22.70% 12.12% 12.96%
Data4 9.50% 12.07% 16.37% 22.15% 15.27% 14.55%

Average 9.64% 12.19% 13.88% 18.56% 20.87% 12.19%
Analyzing Table 3 and comparing the prediction accuracy indicators of different pre-
diction models, it is possible to conclude the following:

1. Regarding the prediction results of four different datasets (data1, data2, data3,
and data4 in sequential-quarter order), LightGBM (with average ACC and average
F1-score) achieved prediction accuracy indicators of 82.52% and 15.05%, respective-
ly. These are superior to those of Adaboost, ANN, and SVM. This indicates that
LightGBM has better accuracy when applied to personal credit loan default prediction
compared to these classical machine learning models.

2. In this study, utilizing the NSGA-III multi-objective optimization algorithm,
LightGBM's hyperparameters were optimized., resulting in significantly improved
prediction accuracy indicators. In addition, the NS3-LightGBM prediction accuracy
indicators are higher than those of LightGBM, indicating that NSGA-III can effec-
tively improve the recognition accuracy of LightGBM.

3. Comparing the prediction results for four different time windows, the accuracy
rate of predicting personal credit loan defaults in the previous period is better than
that of the other three-time windows. The closer to the occurrence of personal credit
loan defaults, the higher the model's prediction accuracy, providing empirical support
for the study of credit default timeliness.

4. Comparing NS3-LightGBM with NS2-LightGBM, NS3-LightGBM's prediction
accuracy indicators are 88.74% and 6.56%, respectively, which are superior to NS2-
LightGBM. This proves that NSGA-III can improve the method's performance better
than NSGA-II.

Secondly, regarding prediction efficiency indicators, the greater the TPR or smaller
the FPR, the better the prediction efficiency. Based on the TPR and FPR indicators in
the table, it is possible to conclude the following:

1. For the four prediction time windows, LightGBM's TPR and FPR indicators are
superior to those of Adaboost, ANN, and SVM.

2. The proposed NS3-LightGBM model has higher average TPR and FPR results
for all four prediction time windows compared to other models, suggesting that the
LightGBM base model's prediction efficiency can be effectively increased by NSGA-
III.

Overall, this study's suggested NS3-LightGBM technique outperforms other com-
parison models in terms of prediction efficiency and accuracy. Using the NSGA-III
algorithm for hyperparameter optimization can effectively improve model execution.
Therefore, personal credit loan default risks can be successfully identified by the
NS3-LightGBM technique described in this work. In addition, LightGBM outper-
forms Adaboost, ANN, and SVM in personal credit loan default prediction test data
sets closest to the time of personal credit loan default occurrence.
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5 CONCLUSION

This study proposes the NS3-LightGBM model to identify the default risk of borrow-
ers. This paper repays on time, using existing circumstances, repayment ability, per-
sonal information, and personal reputation as warning features. Using the LightGBM
model as a classifier to identify repayment default risk, the NSGA-III algorithm is
used to optimize the hyperparameters of LightGBM, improving the accuracy and
efficiency of the LightGBM model's forecast. Based on the experimental results of
this study, the following conclusions are drawn: By comprehensively comparing the
accuracy and efficiency indicators of the four datasets in the experiment, this study
proposes a method for forecasting default risks for borrowers. These papers repay on
time, which is superior to other benchmark methods in terms of accuracy and effi-
ciency. The best warning effect was achieved in the dataset Data1 of the quarter be-
fore default, indicating that the closer to the outbreak of personal credit loan default,
the higher the model's warning performance. Through analyzing the impact of fea-
tures on the model's prediction results, it was found that features such as monthly
work income, monthly on-time repayment, monthly violations, and risk level have a
high correlation with default probability
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