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Abstract. Weather forecasting is paramount for various sectors, fueling grow-

ing interest in leveraging machine learning for predictive weather analysis. The 

model proposed in this paper represents a significant advancement in this do-

main by integrating Long Short-Term Memory (LSTM) to augment the capabil-

ities of Recurrent Neural Networks (RNN). By capitalizing on LSTM's unique 

architectural features, the model excels in processing extended data sequences, 

thus bolstering learning and prediction accuracy. Empirical results underscore 

the model's superiority over traditional forecasting methods, characterized by 

substantial error margins. This study not only underscores LSTM's prowess in 

sequence prediction but also sheds light on its practical utility, offering valuable 

insights into LSTM's functioning. Moreover, the findings of this research serve 

to deepen understanding of sequence prediction methodologies, paving the way 

for addressing more complex predictive challenges in the future. Ultimately, the 

integration of LSTM into the RNN framework represents an important step to-

wards improving the reliability of weather forecasting models and refined pre-

dictions of forecasts. 
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1 Introduction 

With the development of deep learning technology, many complex geophysical phe-

nomena can be discovered by people. It can be predicted by numerical simulation. 

This can help to some extent to understand the complex laws of the Earth [1]. The 

core of weather forecast service is numerical value, and more accurate weather fore-

cast depends on the accuracy of numerical prediction [2]. Over the past 50 years, a 

great deal of resources has been devoted to the study of how to predict the weather 

and weather patterns, and observational websites have been developed to provide 

enough data for predictions to improve their accuracy [3]. Using Recurrent Neural 

Network (RNN) to forecast the weather can help improve the accuracy of the weather 

forecast, and better help people to judge and plan. 

Meteorological processes usually show complex changes, mainly reflected in time 

and space. In the physical process, nonlinearity, spatial and temporal scale conflicts, 

and uncertainty of parameter estimation are also constantly troubling people [4]. As 

deep learning gained prominence, neural networks became the go-to approach for  
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forecast tasks. After years of development, neural networks have emerged into many 

different categories, such as feedforward neural networks, backpropagation neural 

networks, recurrent neural networks, etc. Because of different logical structures, their 

prediction methods also have their own characteristics [5]. Traditional sequence pre-

diction methods have obvious shortcomings. Most of that can only predict the se-

quence by learning the measured numerical information, but cannot process the his-

torical data represented by language for prediction [6]. The final model selection is a 

neural network model to perform sequence prediction relative to the original data, and 

a Long Short-Term Memory (LSTM) network layer is used to further improve the 

problem of long time easy to forget [7]. Through its special gates, LSTM logically 

forms the forget gate, input gate and output gate to make the model better to learn, 

delete and save data [8]. Compared with traditional RNNS, LSTMs have more obvi-

ous benefits. Compared to the problem of gradient disappearance or explosion that 

may exist in RNN training, LSTM makes a huge improvement in this aspect and can 

be effectively improved. All these features above are showing that LSTM, a special-

ized recurrent neural network architecture, has been utilized to achieve significant 

advancements in sequential data analysis tasks and can play a role in forecasting. In 

this study, deep learning technology driven by data is used to make sequential weath-

er prediction [9]. 

To enhance weather prediction accuracy through historical data analysis, this study 

integrates the RNN framework with LSTM for traditional series forecasting. Utilizing 

an open-source weather dataset from Kaggle, the experiment is structured into distinct 

phases. Beginning with data preprocessing to handle missing values and format ad-

justments, followed by dataset segmentation, the model construction phase employs 

RNN and LSTM layers with dropout regularization to mitigate overfitting risks. Mod-

el compilation entails the use of Adam optimizer and mean square error loss function. 

Subsequently, predictions are made and compared with test set outcomes, followed by 

data visualization and model evaluation. The combined RNN and LSTM approach 

yields superior accuracy and efficiency compared to conventional methods. Experi-

mental findings demonstrate notable enhancements in temperature and humidity pre-

dictions based on past weather data, affirming the model's efficacy in weather fore-

casting. 

2 Methodology 

2.1 Dataset Description and Preprocessing 

The data set selected for this study comes from Kaggle [10]. Data set contains the 

date, precipitation, maximum temperature, minimum temperature, wind and weather. 

Predictable weather conditions are divided into drizzle, rain, sun, snow and fog. The 

data set contains four years of relevant data sets, which can provide sufficient data 

support for predictions. The author first divided the dataset according to the number 

of datasets. For the purpose of model training, the first 800 points of the dataset are 

used for training the model, the next 200 points are used for validation, and the rest 

are used as the test set. The data format is reconstructed to meet the specific require-
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ments of LSTM model for input data. To make it easier for the model to understand 

the dynamic characteristics of the data, the authors reshaped it from a two-

dimensional array into a three-dimensional array, which contains three aspects. First, 

it represents the number of independent samples at a time (sample size), the number 

of time units that can be viewed before prediction (time step), and the number of fea-

tures. This value is set to 1 to indicate that the time points in the data are all single 

variables. 

2.2 Proposed Approach 

The proposed weather forecasting method in this paper underscores the fusion of 

RNN and LSTM architectures, leveraging the complementary strengths of each. 

While RNN excels in processing sequential text, LSTM's specialized memory units 

tackle the challenge of processing lengthy sequences more effectively. By harnessing 

the capabilities of both models, this approach aims to overcome the limitations of 

conventional RNN models, particularly in handling long-term dependencies in weath-

er data. Through this integrated framework, the research endeavors to achieve more 

accurate and reliable weather predictions based on extensive datasets. The schematic 

representation provided in Fig. 1. offers a visual depiction of the intricate interplay 

between RNN and LSTM components within the system architecture. 

 

 

Fig. 1. The pipeline of the model. 

The authors first preprocess the data, which will put the data in a form that can be 

used by the model. In terms of building the model, this study included four layers of 

LSTMS in the model, and each layer was configured with 50 units which can help the 

model learn long-term dependencies in the data. At the same time, stacking multiple 

LSTM layers to form a deep recurrent neural network allows the model to learn in 

more diverse data, and it can also have better results for abstract time series features, 

which is a great improvement for RNN. After each LSTM, the authors followed a 

Dropout layer, with the proportion set to 20%, indicating that 20% of the connections 

were randomly discarded during the training process, which can effectively reduce 

overfitting, make the model less dependent on specific data, and effectively improve 

the generalization ability of the model. After the LSTM layer, the authors add a fully 

connected output layer (Dense). This was used to generate the predictions of the mod-

el. In this study, only one output unit is used because the target to be predicted is a 
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continuous value (temperature). In the part of compiling the model, the authors use 

the Adam optimizer to optimize the algorithm in order to optimize the parameters 

during training. The author also uses the mean square error as the loss function, which 

makes it easier to detect the difference between the model prediction and the original 

data in the test set. Model validation is performed by feeding the already distin-

guished training set into the model and using the validation set. The LSTM model 

trained in this way can update the weights based on the feedback from the loss func-

tion in each training epoch, which can help the model to get a great improvement in 

prediction. 

LSTM. LSTM is a commonly used variant of RNN for processing and learning se-

quences. Compared with the traditional recurrent neural network, LSTM introduces a 

forget gate, which makes the model more effective in processing time series data in 

learning the data at an earlier time and predicting the output later. The core compo-

nents of LSTM are the output gate, update gate, forget gate, and cell state, allowing 

the LSTM network to selectively remember or forget past information and update its 

internal memory based on the current input and state when processing time-series 

data. Fig. 2 shows the logical structure of LSTM. Where 𝐶𝑡−1 and 𝐶𝑡  represent the 

cellular memory, the former represents the memory at the time of t-1, and the latter 

shows the memory at the time of t. ℎ𝑡−1 and ℎ𝑡  are states, where the former is the 

state at time t-1 and the latter is the state at time t. The unique forgetting gate of 

LSTM can make it give up the useless things, keep the useful things, and better learn 

the useful things. 𝑖𝑡 and 𝑐𝑡 represent the update gate, which can filter out some irrele-

vant data during the process of model learning. The tanh represents the output gate, 

which allows the model to convert its learning and memory capabilities into predic-

tive capabilities, equivalent to applying some of its capabilities. In this study, the use 

of LSTM enables the output gate to control the data information extracted from the 

cell state and used for output. These control gate mechanisms make LSTM better able 

to deal with long sequence data and effectively alleviate the problem of exploding or 

vanishing gradients. Overall, using LSTM can better process the weather data in the 

training set and make more accurate predictions. 

 

Fig. 2. The Structure of LSTM. 
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Loss Function. Choosing an appropriate loss function plays a crucial role in model 

training in deep learning. For sequence prediction tasks, the loss function is an im-

portant measure of the difference between the predicted values of the trained model 

and the original real data. By making the value of the loss function as small as possi-

ble, the model can predict the sequence data more accurately. The author chooses the 

mean square error as the loss function of this experiment. Through this improvement, 

the results predicted by the model after learning can be better compared with the ini-

tial data in the original data set, so that the author can more easily find the difference 

between the two: 

 

 𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑧𝑖)

2𝑛
𝑖=1  (1) 

 

The above formula represents the mean squared error calculation. n is the number 

of input data samples, 𝑦𝑖   is the actual value, 𝑧𝑖 is the prediction of the output through 

the learned model. The smaller the MSE, the more accurate the model is. 

2.3 Implementation Details 

Python version 3.11 was used in this study. The hyperparameters used here include 

window size, number of LSTM cells, Dropout rate. The window size is used to pre-

dict the length of historical data, which is set to 0 in this study, and the number of 

LSTM units identifies the number of neurons in each layer, which is set to 50 in this 

study. The Dropout rate is 0.2. The data visualization section mainly uses the 'mat-

plotlib' and 'seaborn' libraries to help understand the data values and make the predic-

tions of the model clearer for everyone to evaluate and show the results clearly to a 

non-technical audience. 

3 Results and Discussion 

In this conducted study, a dataset of nearly 1500 days is used and a model is designed 

based on RNN and LSTM for learning and prediction. By dividing the data set into 

different parts for operation, and plotting the predicted data as images with the origi-

nal data for comparative analysis. Fig. 3 shows the comparison of the prediction re-

sults between the data that need to be verified after prediction and the predicted data 

and the original data: 
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Fig. 3. The result of the validation and test. 

As can be seen from Fig. 3, the model using LSTM can have high accuracy in se-

quence prediction, but there is still high volatility in individual places, which makes 

the prediction result deviate from the true value by a large margin. In the first subplot, 

it can be seen that the predicted curve in the validation set can follow the actual tem-

perature change very well, reflecting a high accuracy. This is mainly due to the multi-

ple hidden layers and the unique forgetting gate mechanism of LSTM. The four hid-

den layers used in this study significantly improve the learning ability and prediction 

ability of the model. By stacking multiple LSTM layers, the network can better utilize 

the complex patterns in the sequence, which can help the model better adapt to the 

complexity of data and improve the accuracy of prediction. However, in some specif-

ic periods, there is still a certain deviation between the two, which may be because the 

model can capture the temperature change law in some specific periods, and may also 

be caused by some external factors. The second subplot shows the predictions for the 

test set, which is similar to the validation set, showing a good fit most of the time, but 

further analysis and improvement are needed to improve the prediction accuracy. 

 

 

Fig. 4. The curve of the loss and validation. 
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The loss function is an effective indicator to measure the absorption level of the 

model for the original data and the prediction accuracy. Fig. 4 shows the loss function 

image of the proposed model. By observing the bisection plot, the training loss has 

already been greatly reduced after very little data training, and this trend can be easily 

detected. After a period of training, it can be found that both loss curves begin to con-

verge, and there is almost no visible observation gap between the two, which can 

prove that the model performs well and has strong predictive ability. In summary, the 

use of LSTM can make the model effective for large amounts of data learning and 

increase the accuracy of sequence prediction. It also shows some areas that can be 

refined. The integration of multiple different models can be considered in future re-

search, and methods such as model fusion or stacking can be used to further improve 

the prediction ability. Models can also be used in a wider range of domains, such as 

finance, energy, and biomedicine. 

4 Conclusion 

The incorporation of LSTM atop RNN stands as the pivotal contribution of this exper-

iment. Empirical evidence derived from extensive data sets underscores the efficacy 

of employing LSTM in sequence prediction, manifesting in heightened learning capa-

bilities and enhanced prediction accuracy. Post-training, the model's forecasted tem-

peratures align closely with actual temperature trends, a testament to LSTM's distinc-

tive architecture. The integration of memory and gating units endows the model with 

superior capacity to extract salient information from prolonged sequences and auton-

omously discern crucial data features, facilitating adept handling of voluminous data. 

Furthermore, the stacking of multiple LSTM layers enables the model to adeptly tack-

le intricate tasks. In contrast to conventional factors, future research should consider a 

broader spectrum of pertinent factors. Careful consideration of potential limitations is 

imperative in forthcoming studies. Beyond raw data, attention to statistical data char-

acteristics and external factors is warranted. Additionally, employing data augmenta-

tion techniques, such as translation and rotation operations on time series, can bolster 

the model's predictive prowess in scenarios characterized by limited data or imbal-

anced samples, enabling adaptability to diverse environments. 
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