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Abstract. This paper aims to explore the effect of parameter adjustment in clas-

sification layers of VGGNet. It provides suitable amounts of parameters for 

VGGNet with FC and FCN layers, which are available for reference. In the re-

search, FER13 dataset, which contains gray-scaled images with shape of 48 x 48 

with one channel is divided into training, validation and testing dataset. During 

the procedure of data processing, resizing, color jitter and flipping is adopted to 

the images to enhance training, and then the images are put into data loaders. As 

for the architecture of the model, for the reason of the limitation of time and 

computing capacity, the VGGNet is simplified. In detail, its width and height of 

convolutional layers are reduced. Also, for the classification layers, FC layers as 

well as FCN layers with different kernels are adopted. With Adam as optimizer 

and cross entropy as loss function, the accuracy of each model is tested and com-

pared after training of 20 epochs. Experimental results show the suitable amounts 

of parameters with which the model has best performance. Also, the results indi-

cate that FCN layers with smaller kernels have better performance than those 

with larger kernels. 
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1 Introduction 

Nowadays, with the development of deep learning, facial expression analysis attracts 

much attention in recent years. Technology achieves this by detecting and recognizing 

the details on the face, ranging from the wrinkles to the angle of the corners of eyes as 

well as mouth. Not only can it be used to analyze human’s psychological activities, but 

also can be applied in human-computer interaction. Therefore, technology is of great 

value and worth studying. However, due to the varieties of ages, races and genders, the 

task is faced with great challenges. Also, even at the same age, race and gender, facial 

expressions still differ from person to person for the different degree of expression ex-

aggeration and facial muscle composition. As a result, facial expression analysis is 

never a simple problem. Therefore, the challenge of achieving high accuracy in recog-

nition results emerges. 

Currently, several models have been adopted to achieve facial expression recogni-

tion. For the reason that it is a problem about computer vision, Convolutional neural 

network (CNN) gains outstanding performance [1] due to their excellent performance  
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in many tasks [2-5]. Furthermore, because of the complexity of facial expression, deep 

neural networks are preferred. Visual Geometry Group Network (VGGNet) [6] is a kind 

of CNN model with 3x3 kernel mainly. Its advantage is its relatively low parameter and 

also higher accuracy compared with single large kernel. Moreover, VGGNet tries to 

adopt fully-convolutional layers (FCN) (1 convolution layer with 7x7 kernel and 2 con-

volution layers with 1x1 kernel) to replace fully-connected (FC) layers. As is mentioned 

by the author, fully-convolutional layers can have receptive field on the whole feature 

map output by convolutional layers before. 

In order to get higher accuracy or reduce the amounts of parameters, several net-

works are born, like GoogleNet, ResNet and DenseNet. These models adopt new strat-

egies in the convolution layers, for example, ResNet avoids the problem of gradient 

vanishing by adding Residual block [7]. In this paper, in contrary, the purpose is to test 

the effect of adjusting the parameters in the model. The reason is that most of the past 

research is focused on discovering new architectures of models, but few are focused on 

the effect of parameters. Hence, this paper is focused on the adjustment of the parameter 

in fully-connected layers as well as fully-convolutional layers.  

The contributions of this study can be summarized as comparing the performance 

between models with different parameters. In detail, two kinds of models are under 

research: first VGGNet with fully-connected layers and second VGGNet with fully-

convolutional layers. For the model with fully-connected layers, the parameters in the 

fully-connected layers adjusted. Then, this paper compares the accuracy as well as the 

loss between the models with different parameters. Similarly for the model with fully-

convolutional layers. 

2 Methodology 

2.1 Data Preprocessing 

The dataset used in this research is facial expression recognition (FER-2013) dataset 

[8]. The images in it are gray scaled with shape of 48x48, and there are 7 classes, which 

represent 7 different emotions, from “angry” to “surprise”. To help split data set, data 

are put in “train” and “test” files, and the data in “train” file are split into 2 subsets for 

training and validation, and the validation part accounts for 20%.  

The images are first transformed into “tensor” type for convenience for training. 

Also, color jitter and horizontal flipping are also performed to improve training effect. 

The shape of images is resized to 56x56, in order to better imitates VGGNet, because 

the input shape of VGGNet is 224, four times of 56. Then data is shuffled randomly, 

divided into batches with size of 32 and put into data loaders, of which the loading rate 

is about 30 times faster than original data loading implementation [9]. After the data 

processing, 16 sample images are provided (Fig. 1). 
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Fig. 1. Sample Images. 

2.2 VGGNet Model 

Facial expression recognition is a problem with computer vision. Thus, CNN stands out 

for its strength in feature extracting. A RGB image can be considered as a 3 channels x 

width x height matrix, and CNN is input with the matrix. First, convolutional layers 

apply filters to extract features from the input data through convolution operations. For 

example, 3x3 kernel multiply with the corresponding 3x3 spatial values and add up all 

the products (like Fig. 2). 

 

Fig. 2. Convolution Operation. 

One convolution layer has several filters, so the layer actually output kernel maps 

with several channels. Second, Pooling layers like max-pooling or average-pooling are 

adopted between the convolution layers to reduce the spatial dimensions of the feature 

maps. For example, max-pooling layers “summarize” the feature map into smaller size 

by replacing the feature values in 3x3 spaces (if kernel is 3x3) with the largest value of 
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them. At last, Fully-connected layers combine the extracted features to make predic-

tions. 

VGGNet is one type of CNN, which is proposed by Visual Geometry Group of Uni-

versity of Oxford in the 2014 ILSVRC competition and wins the 2nd place [6]. Small 

convolution kernel (3x3 most), small max-pooling kernel (2x2 all) and its wider and 

deeper convolutional layers are its characteristics. Its strength is that, when faced with 

complex problems, the wider and deeper layer can have good performance compared 

with other models. However, with wide and deep layers, the parameter in VGGNet is 

too large, which will bring about long training time. Compared with the packaged 

VGG16 model, the VGGNet model adopted in this research is simplified and there are 

several differences. First of all, the shape of images used is (1, 56, 56) instead of (3, 

224, 224). What’s more, the width and depth of VGGNet are reduced to a certain extent 

to reduce the number of parameters. The change is necessary for the limited time and 

GPU computational capacity. 

In detail, the model contains 3 VGG blocks. Each VGG block contains convolutional 

layers (all with RELU activation) with kernel of 3x3 and padding of same. In addition, 

one VGG block has a max-pooling layer with kernel of 2x2 and stride of 2. The amounts 

of convolutional layers and the input as well as the output amounts of channels are set 

by a variable named convolutional architecture. For example, if the variable is (2, 1, 

32), (2, 32, 64), (3, 64, 128), it means that the first block has two convolution layers 

with input channel 1 and output channel 32. Similarly, for the second and third blocks.  

After the VGG blocks, the model (with fully-connected layers) flattens the (128, 7, 

7) matrix and has fully-connected layers. The activation of each fully-connected layer 

follows the order of “Linear-RELU-Linear-RELU-Linear”. What this paper adjusts is 

the unit of each fully-connected layer. To regularize the model and reduce overfitting, 

dropout layers are added after each FC layer with RELU activation, and the dropping 

rate is 0.5. 

As for the model with fully-convolutional layers, as is mentioned in the introduction 

part, one convolutional layer with 7x7 kernel and two convolutional layers with 1x1 

kernel are included in the fully-convolutional layers. What this paper adjusts is also the 

unit of each fully-convolutional layer. The reason why such full-convolutional layers 

can replace fully-connected layers is worth mentioning. The convolutional layers out-

put feature maps with shape of 7x7 if the shape of images is 56x56. Then with a con-

volutional layer with kernel of 7x7 and no padding, the feature maps output is 1x1. 

Hence, the output of the model is numbers of 7x1x1 (if the output channel is 7), which 

can be squeezed to output the scores for 7 emotions. That’s why the images are resized 

to 56x56. Otherwise, the output feature map becomes 6x6. To deeper explore the per-

formance of FCN layers, architecture of three 3x3 kernels and two 1x1 kernels is also 

tested. 

For the amounts of parameters in both fully-connected layers and fully-convolu-

tional layers,  the powers of 2, from 128 to 9192 are selected. VGGNets with different 

types of classification layers (fully-connected layers and fully-convolutional layers) 

and different amounts of parameters are the test targets of this paper. 

 

The Influence of Parameter Optimization of VGGNet on Model             895



2.3 Implementation Details 

Adam optimizer [11] is used to compile the model, when the learning rate and the 

weight decay are both 0.0001. As for the loss function, cross entropy is adopted, which 

is widely used in classification problems. When training, images and labels are first put 

into CUDA as GPU has a much faster training rate. To reduce interference from initial 

weights, the seed of weights is fixed. In addition, each model is trained for 20 epochs, 

and accuracy is adopted as the evaluation metric. After training and validation of each 

epoch, the models work on the test dataset, and the accuracy is the criteria for evalua-

tion. 

3 Results and Discussion 

To better show the performance of each model with different parameters, related results 

are provided in Table 1, Fig. 3, Fig. 4 and Fig. 5.  

Table 1.  The accuracy of different models 

 

Parameter amount 

Simplified VGGNet 

with FC layers 

Simplified VGGNet 

with FCN layers* 

 (kernel size: 711) 

Simplified VGGNet 

with FCN layers 

 (kernel size: 33311) 

128 50.3% 48.7% 49.2% 

256 50.2% 48.6% 53.1% 

512 50.2% 49.5% 52.8% 

1024 49.7% 50.6% 48.4% 

2048 50.7% 49.4% 24.7% 

4096 50.4% 49.3% 24.7% 

9192 51.1% 49.6% 24.7% 

* Simplified VGGNet with FCN layers (kernel size: 711)” means the FCN layers 

contain one convolutional layer with 7x7 kernel and two with 1x1 kernel. Similar for 

“kernel size: 33311” 
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Fig. 3. The accuracy of VGGNet with FC layers. 

 

 
Fig. 4. The accuracy of VGGNet with FCN layers (kernel size: 711). 
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Fig. 5. The accuracy of VGGNet with FCN layers (kernel size: 33311). 

 

As is shown in the results mentioned before, accuracy differs according to the num-

ber of parameters. In detail, for the VGGNet with FC layers, accuracy totally rises to a 

small extent when the parameter grows larger, though the accuracy drops in some 

ranges, which is within acceptable error range. To deeper explore the relationship be-

tween the accuracy and the amount of parameter, the performance of model with larger 

amount of parameter is tested, and the accuracy is numerically similar. For the VGGNet 

with FCN layers (kernel size: 711), the largest accuracy occurs when the amount of 

parameter is 1024. For that with kernel size 33311, the accuracy gets largest when the 

amount of parameter is 256. It is worth paying attention to that the accuracy stays small 

when the amount of parameter is too large.  

The results indicate that, for the VGGNet with FC layers, when the amount of pa-

rameter grows, the accuracy rises to a certain extent. However, the improvement in 

accuracy is not significant (<1%). The reason is that when the amount of parameter 

grows to a certain extent, it is able to contain all the features needed to recognize emo-

tions. After this, when the number of parameters keeps growing, there is no qualitative 

change happening. Thus, when building models with FC layers, the amount of param-

eter can be determined based on computing capacity, because larger amount bring a bit 

better performance but also longer training time. 

For the VGGNet with FCN layers (kernel size: 711), larger amount of parameter can 

better deal with the features, but it is also more likely to cause overfitting. Under the 

influence of the two factors, the accuracy gets the largest when the amount is 1024. 

Hence, the model has the best performance when the amount of parameter is between 

512 and 2048. When deciding the parameter in FCN layers with large kernel, 512, 1024 

or 2048 may be the best choice. 

For the VGGNet with FCN layers (kernel size: 33311), the model has good perfor-

mance when the amount of parameter is small (get the best at 256, thus the best ranging 
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from 128 to 512), but has bad performance when the amount grows too large, which 

may result from gradient vanishing. As a result, 128, 256 or 512 can be suitable for the 

parameter in FCN layers with small kernel. 

FCN layers with kernel size of 33311 have better performance than those with size 

of 711. Though the former model suffers from gradient vanishing when the amount of 

parameter is too large, its largest accuracy is 2.5% larger than the latter model. With 

smaller kernels, to get good performance, smaller number of parameters are needed, 

which is preferred because it can reduce training time. Thus, when building FCN layers 

to classify, layers with small kernel may have better performance. 

However, there are some limitations of this study: 1) the VGGNet used in this paper 

is simplified, so the accuracy cannot reach high value. Also, the amounts of parameters 

may be unable to be promoted to VGGNet for the difference of architecture. 2) The 

procedure of testing each model with a certain number of parameters should be repeated 

several times to reduce errors. In addition, the interval between the amounts of param-

eters should be reduced to more accurately find the relationship between the accuracy 

and the amount. 3) The results may only apply to facial expression recognition, because 

different problems have different images, and the amounts of features also differ. In the 

future, some more advanced methods will be considered to further optimize parameters 

and improve the performance of models [12-15]. 

4 Conclusion 

This paper explores the relationship between the amounts of parameters and the perfor-

mance of simplified VGGNet with FC and FCN layers. It shows the accuracy of the 

models with FC layers, FCN layers (kernel size: 711) and FCN layers with different 

amounts of parameters, from 128 to 9192, with exponential growth as interval. From 

the results, the ranges of the amounts can be inferred, with which models can have 

better performance. Also, the results demonstrate the demand for different models for 

parameter quantities. For example, large number of parameters can be adopted in the 

VGGNet with FC layers, but for that with FCN layers, with kernel size of 33311, large 

amount of parameter will lead to overfitting as well as gradient vanishing. In the future, 

with adequate time and computing capacity, adjustment of parameter for original VGG-

Net and other problems will be carried out. Also, each test will be repeated several 

times to reduce errors. 
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