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Abstract. Facial expression recognition has emerged as a pivotal aspect of hu-

man-computer interaction and psychological research, drawing extensive atten-

tion in computer vision. The essay aims to improve the facial expression recog-

nition performance of Convolutional Neural Networks (CNN) under different 

imaging conditions by combining attention mechanisms. In terms of data prepa-

ration, the FER-2013 dataset from Kaggle was used, which includes grayscale 

facial images with 48 x 48 pixels. By data augmentation and normalization, the 

diversity of the data is increased, and the robustness of the model is improved 

through random horizontal flipping, brightness and contrast adjustment, and the 

introduction of Gaussian noise. In terms of model architecture, a network struc-

ture similar to VGG is adopted, and a Squeeze and Excitation (SE) module is 

introduced after each convolutional layer, dynamically adjusting the importance 

of each channel through global average pooling and fully connected layers. The 

experimental results indicate that incorporating the attention mechanism reduces 

the model's loss across the training, validation, and test sets, while significantly 

enhancing its accuracy. These results demonstrate the effectiveness of attention 

mechanisms in facial expression recognition tasks. Overall, this study signifi-

cantly improved the performance and robustness of CNN in facial expression 

recognition tasks by introducing attention mechanisms, demonstrating its superi-

ority under complex imaging conditions. 

Keywords: Facial expression recognition, convolutional neural networks, atten-
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1 Introduction 

Now in the realm of computer vision, recognizing facial expression stands as a critical 

component for applications ranging from human-computer interaction to psychological 

studies. Facial emotion recognition, as a specific application of facial recognition, aims 

to detect and classify different emotional states by analyzing facial expressions. This 

technology has gained widespread attention because it has been discovered that nearly 

55 percent of the emotions in communication are delivered by facial expression [1]. 

Nowadays, many studies have demonstrated the potential of facial emotion recognition  
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technology in fields such as finance, healthcare, education, and human-computer inter-

action. As far as the education sector is concerned [2], facial emotion recognition can 

serve as a valuable observation tool to indicate student emotions and learning outcomes, 

thus providing personalized teaching methods and feedback mechanisms. 

The main goal is to investigate how to enable machines to recognize minor changes 

in facial features, such as eyebrow movements and eye dilation, and facial expression 

recognition systems can accurately distinguish emotions such as happiness, anger, sad-

ness, and surprise [3]. Although significant progress has been made in understanding 

and applying models [4], using Convolutional Neural Network (CNN) to accurately 

recognize facial expressions in different scenes such as lighting and exposure often 

poses challenges, which significantly impacting the model's accuracy. 

As mentioned above, the adaptability of CNN to different imaging conditions re-

mains unclear [5], especially in photos with insufficient lighting or overexposure, 

where key facial details may be obscured. The existing solutions mainly focus on en-

hancing model architecture or training strategies, without specifically addressing these 

common, real-world changes in image quality. This limitation greatly affects the effec-

tiveness of facial expression recognition systems.  

 To further enhance the accuracy and interpretability of the proposed model, this 

study combined attention block with the model, which is to aim at improving feature 

extraction, enabling CNN to more effectively focus on prominent facial features crucial 

for accurate expression recognition. The main function of this method is to focus lim-

ited attention on key information. It can be roughly understood as using certain net-

works to compute weights, which are then applied to the feature map to modify it and 

obtain a feature map with enhanced attention. 

A key aspect of this study is the introduction of attention mechanisms in the model, 

which allows the model to focus more on prominent facial features that are crucial for 

expression recognition, which has been demonstrated in other studies [6]. Through this 

method, the model can extract features more effectively and ignore or reduce the inter-

ference of noise. The main function of this attention mechanism is to focus limited 

attention on key information, thereby quickly obtaining the most effective information. 

The core logic is to shift from focusing on all content to focusing on key points [7]. The 

advantage of this approach is that the model can better focus on key information, 

thereby achieving better results when dealing with specific tasks. While this approach 

might lead to a higher number of parameters and increased model complexity, it can 

concentrate attention in key areas, thereby improving accuracy. In dealing with noise, 

attention mechanism reduces sensitivity to noise during the processing by making the 

model focus more on key information in the image. Specifically, when attention mech-

anisms are applied to a model, the model can learn to focus more attention on areas of 

significant importance for expression recognition in the image, while reducing attention 

to irrelevant information such as noise. 
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2 Method 

2.1 Dataset Preparation 

The FER-2013 dataset used in this article is from Kaggle [8] and consists of several 

48×48-pixel grayscale images of faces. The faces have been automatically aligned, en-

suring they are centered and occupy a similar amount of space in each image. The da-

taset includes 28,709 images for training and 3,589 images for testing, categorized into 

seven classes: 'angry', 'disgust', 'fear', 'happy', 'neutral', 'sad', and 'surprise'. Some sam-

ple images are displayed in Fig. 1. 

 

 

Fig. 1. Samples of the dataset. 

In terms of data preprocessing, this study first performs data augmentation and nor-

malization on the dataset, increasing data diversity through random horizontal flipping, 

brightness and contrast adjustments, and scaling pixel values within the range of [0,1]. 

Next, adjusting the size to the same size for easier model processing. Also creating 

DataLoader, it is to effectively load data and provide it to the model for training, vali-

dation and testing. In addition, in order to effectively load data and provide it to the 

model for training, validation, and testing, the method sets batch sizes and randomly 

shuffles the sample order within each training cycle to help the model learn better. By 

specifying the number of child processes, the data loading speed is accelerated. Mean-

while, loading data into the fixed memory of the GPU can accelerate data transfer. This 

method can efficiently provide data streams and provide necessary inputs for model 

training. To further enhance the model's suitability for noise, various forms of noise 
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were introduced, including the random addition of Gaussian noise. This series of pre-

processing operations ensures data consistency and diversity, providing richer input 

information for the model. Finally, some sample images with added noise shown in Fig. 

2 were presented to visually demonstrate the data processing effect. 

 
Fig. 2. Transformed Images with Gaussian Noise 

2.2 Attention-based CNN 

Convolutional Neural Network is a type of deep learning model commonly employed 

for image processing tasks [9-12]. It is composed of convolutional and pooling layers. 

The convolutional layers are responsible for feature extraction from images, using fil-

ters to detect specific patterns. Each filter identifies particular characteristics or features 

within the images. The pooling layers perform downsampling to reduce the dimension-

ality of the feature maps, which helps maintain essential feature information while de-

creasing computational complexity and mitigating the risk of overfitting. 

Attention mechanism shown in Fig. 3, as previously mentioned, is a technique used 

to enhance model performance, with the main idea of giving the model varying degrees 

of attention to different parts of the input. And in this article, it is to improve the model's 

accuracy and generalization capability. Squeeze and Excitation Networks (SENet) [13] 

is a classic attention mechanism model that dynamically adjusts the importance of each 
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channel by learning the relationships between channels, mainly including squeeze, ex-

citation and scale operations. Squeeze is a global average pooling of the input feature 

layers, compressing the features of each channel into a global feature value to obtain a 

channel descriptor. This descriptor reflects the information of the channel on a global 

scale. Excitation is the process of learning the weights of each channel through a two-

layer fully connected network after obtaining the channel descriptor. The function of 

these two fully connected networks is to capture the dependency relationships between 

channels and generate a weight value for each channel based on these dependencies. 

This weight value reflects the importance of the channel for the final output feature. 

Scale is achieved by multiplying the weight values of each channel by the correspond-

ing channel of the original input feature layer, in order to reweight the features. This 

process can be seen as a calibration of the original features, allowing the network to 

focus more on important feature channels and suppress irrelevant feature channels. 

 

 
Fig. 3. Function of SEnet. 

 

In the proposed attention-based CNN structure, attention mechanisms are introduced 

into certain layers of convolutional neural networks to enhance the model's attention to 

specific features. Combining the characteristics of CNN and attention mechanism, this 

structure can effectively extract key features from images and dynamically adjust the 

importance of features through attention mechanism, thereby improving model perfor-

mance. 

Specifically, the CNN architecture consists of multiple convolutional and pooling 

layers, each followed by batch normalization and ReLU activation functions. The initial 

layer employs a 3×3 convolution kernel, generating 32 feature channels from a single-

channel input image. Subsequent layers also use 3×3 convolution kernels, with the 

number of feature channels increasing to 64 and then 128. Each convolutional layer is 

succeeded by a pooling layer, where 2×2 max pooling is applied to reduce the spatial 

dimensions of the feature maps, thus decreasing computational complexity. 
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Attention mechanisms are integrated into the model through SE Modules, placed 

after each convolutional layer. The SE module compresses the features of each channel 

into a scalar through global average pooling and generates importance weights for each 

channel using fully connected layers and activation functions. These weights are then 

applied to the feature representation of each channel through element-wise multiplica-

tion. This enables the model to dynamically adjust the channel weights based on global 

information, thereby enhancing or suppressing specific feature representations. 

For the classification phase, the model employs fully-connected layers. The feature 

map is first flattened into a one-dimensional vector. This is followed by two fully con-

nected layers, each containing 1,024 neurons and using ReLU activation functions and 

a Dropout mechanism. The final output is the prediction for seven categories. The in-

tegration of the attention mechanism enables the model to better focus on task-related 

features, thus improving classification performance. 

2.3 Implementation Details 

This experiment implemented an emotion recognition model based on CNN, using at-

tention mechanism in SENet to enhance model performance. The model's architecture 

resembles the VGG network, comprising convolutional layers, pooling layers, and fully 

connected layers. To train the model, the Adam optimizer [14] and the cross-entropy 

loss function were utilized, and an early stopping strategy was employed to mitigate 

overfitting by monitoring the validation set's loss value. During training, the loss values 

and accuracies of both the training and validation sets were recorded for subsequent 

visualization and analysis. The model's training hyperparameters were set to 50 epochs 

with a batch size of 32. The entire model construction and training were conducted 

using the PyTorch framework. After training, the model was evaluated on the test set, 

and the loss values and accuracy on this set were calculated. Visual results of the train-

ing and validation metrics are provided to further analyze the model's performance. 

3 Results and Discussion 

3.1 The Performance of Models 

In the training curves shown in Fig. 4, it was observed that there was no significant 

difference in the growth trend of accuracy and loss with or without attention mecha-

nism. Therefore, the final results are presented in the form of a table for analysis. 
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Fig. 4. The training curves. 

 

Table 1 shows the changes in training and validation accuracy with and without at-

tention mechanism. 

Table 1. Loss and Accuracy 

Dataset Loss without atten-

tion 

Accuracy without atten-

tion 

Loss with atten-

tion 

Accuracy with atten-

tion 

Training 1.0126 61.56% 0.8622 67.24% 

Validation 1.2765 55.63% 1.1741 60.80% 

Test 1.1077  58.61% 1.0554 61.31% 

 

The results in Table 1 show that when model is without attention mechanism, the 

training loss of the model is 1.0126, and the training accuracy is 61.56%; The validation 

loss is 1.2765, and the validation accuracy is 55.63%; The test loss is 1.1077, and the 

test accuracy is 58.61%. It can be seen that without attention mechanism, the training 

accuracy and validation accuracy of the model are relatively low, and the growth rate 

is slow during the training process. In contrast, when model is with attention mecha-

nism, the training loss of the model is reduced to 0.8622, and the training accuracy is 

improved to 67.24%; The validation loss was reduced to 1.1741, and the validation 

accuracy increased to 60.80%; The testing loss was 1.0554, and the testing accuracy 

was improved to 61.31%. It can be seen that without attention mechanism, the training 

accuracy and validation accuracy of the model are relatively low, and the growth rate 

is slow during the training process. 
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3.2 Discussion 

Comparing the results with and without attention mechanisms reveals significant im-

provements in the model's overall performance when attention mechanisms are em-

ployed. Specifically, the model's loss on the training, validation, and testing sets is re-

duced, and the accuracy is enhanced. This demonstrates that attention mechanisms en-

able the model to focus more effectively on important features, thereby enhancing its 

adaptability and robustness. 

The findings indicate that attention mechanisms allow the model to dynamically ad-

just the significance of feature channels during feature processing, which improves the 

model's focus on key features. This adjustment not only boosts accuracy but also 

strengthens the model's performance and resilience. This not only improves the learning 

efficiency of the model, but also enhances its generalization ability on unseen data. It 

can be inferred that in models without attention mechanisms, although CNN performs 

well in feature extraction, there are still shortcomings in processing noise in images. 

CNN is often disturbed by local features, such as random noise or non-key features in 

images, which makes it easy for the model to focus on unimportant information during 

the learning process, thereby affecting overall performance. 

Although the introduction of attention mechanism significantly improves model per-

formance, there are still some limitations in this study. For example, this article fails to 

fully validate the scientific basis for the effectiveness of attention mechanisms. Specif-

ically, although attention mechanisms seem to improve performance, there is no clear 

evidence that they focus on useful or important regions in the image. This study has not 

yet conducted sufficient visualization and scientific analysis to confirm that the perfor-

mance improvement is indeed due to the correct application of attention mechanisms 

to key features. The improvement of the model may be accidental, or the areas empha-

sized by the attention mechanism may not be as meaningful as expected. 

In summary, the attention mechanism significantly enhances the model's perfor-

mance in emotion detection tasks by enhancing its ability to dynamically adjust fea-

tures. Future work can further optimize attention mechanisms, such as adjusting the 

number of feature channels to explore more advanced combinations of attention mod-

ules, and introducing more diverse data augmentation techniques to further improve 

model performance and robustness. 

4 Conclusion 

The study significantly enhanced the performance of CNN in emotion detection tasks 

by incorporating attention mechanisms. A comparison of models with and without at-

tention mechanisms reveals that attention mechanisms significantly improve the mod-

el's accuracy and robustness. Specifically, attention mechanisms dynamically adjust the 

importance of feature channels, enabling the model to concentrate more on key features, 

reducing sensitivity to noise and irrelevant features, and thus improving overall perfor-

mance. 
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Experimental results demonstrate that introducing attention mechanisms reduces 

loss and improves accuracy across all datasets. These findings underscore the effective-

ness of attention mechanisms in enhancing model performance. While attention mech-

anisms have substantially boosted performance, future research could focus on further 

optimizing these mechanisms and employing diverse data augmentation techniques to 

enhance model performance and generalization ability. 
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