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Abstract. Researchers in the domain of computer vision have increasingly turned 

their attention towards harnessing the power of Transformer models for visual 

tasks. This paradigm shift has led to the emergence of pioneering models such as 

Detection Transformer (DETR) and Vision Transformer (ViT), opening up new 

frontiers for advancement in computer vision research. In this article, the 

significance of this transition and its implications for target detection are 

explored. Specifically, light is shed on the inherent limitations of the DETR 

model in effectively identifying targets in visual data, paving the way for a 

comprehensive discussion on strategies for enhancing its performance. Through 

an exploration of various DETR models and their innovative approaches, readers 

are provided with a nuanced understanding of the challenges and opportunities 

in target detection within the context of Transformer-based methodologies. By 

elucidating the guiding principles driving the evolution of DETR models, 

valuable insights into the future trajectory of computer vision research and the 

transformative potential of Transformer technology in visual perception tasks are 

offered. 

Keywords: DETR Models, Transformer, Computer Vision. 

1 Introduction 

The field of computer vision first gained traction in the 1970s and 1980s. In the field 

of artificial intelligence, it has gained popularity after 40 to 50 years of technological 

development. One of the most crucial applications of computer vision technology is 

target detection. Its goal is to find and identify helpful targets in images or movies. To 

complete this challenge, one must locate the target image, determine its boundaries, 

and categorize it. 

At present, there are two types of classic algorithm structures for target detection: 

the two-stage method represented by Faster Region-based Convolutional Neural 

Networks (Faster R-CNN) [1]. The first stage is mainly to extract the frame selection 

suggestion area, and the second stage is to extract the first stage. Classification and 

regression, this method has high accuracy but has the disadvantage of slow speed; the 

one-stage method represented by You Only Look Once (YOLO) and Single Shot 

MultiBox Detector (SSD) only performs regression classification of the frame selection  
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suggestions [2, 3]. This method is fast but has the disadvantage of accuracy and Bad 

shortcomings. 

The Transformers model, which the Google team proposed in 2017 and which was 

based on the self-attention mechanism design, demonstrated clear benefits and made 

significant advancements in the field of natural language processing [4]. The capacity 

to employ a vast amount of training data such that the model can learn target properties 

from the original data is known as the self-attention mechanism. It enables the model 

to focus more on the location and characteristics of the target item, which effectively 

raises the model's efficiency and accuracy.  

A large number of researchers in computer vision have also started to look into ways 

to use the Transformer model in computer vision technology. Transformer's attention 

mechanism was first used in 2020 to solve the target identification task using the 

Detection Transformer (DETR) model. Since then, several enhanced models based on 

DETR have emerged one after the other. These include Deformable DETR, which 

enhances the attention mechanism; Efficient DETR, which enhances the target query 

initialization; Sparse Multi-Head Cross-Attention Transformer-based Detection 

Transformer (SMCA DETR), which enhances the encoder's feature interaction; and Set 

Abstraction Model Detection Transformer (SAM DETR), which enhances the 

decoder's features. improvements in label matching techniques by Grouped Detection 

Transformer (Group DETR), improvements in interaction, and improvements in 

unsupervised training by Upsample Detection Transformer (UP DETR). 

This article aims to elaborate on the improvement measures of attention mechanism 

in target detection tasks and analyze and summarize related models. 

2 Principles of Transformer and Visual Transformer 

2.1 Transformer 

The self-attention mechanism, which uses the multi-head attention mechanism to 

extract information from the input sequence, is the fundamental building block of the 

Transformer model [4]. The model structure of the Transformer is shown in Fig. 1. The 

model's input is processed through multiple self-attention layers and feedforward neural 

network layers, and residual connections and layer normalization are included in each 

layer to speed up training and improve model accuracy. In each self-attention layer, 

each position in the input sequence undergoes attention computation with other 

positions to capture dependencies between sequences. At the same time, Transformer 

also introduces positional encoding to process the order information of the input 

sequence so that the model can better understand the semantic relationships in the 

sequence. By stacking multiple self-attention layers, the Transformer model can 

effectively learn long-term dependencies, thereby achieving better performance in 

sequence-to-sequence tasks. 
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Fig. 1. Transformer model framework 

2.2 ViT 

A Vision Transformer (ViT) is a visual model based on a Transformer [5]. The model 

structure of ViT and the encoder of its Transformer part are shown in Fig. 2. The 

principle of the ViT model is as follows: ViT divides the input image into a series of 

image blocks, and then maps each image block into a vector through a linear 

transformation. These vectors are called "image block embeddings". To preserve the 

position information of the image, ViT introduces position encoding. After inputting 

the position encoding and vector into the Transformer-encoder, the Transformer-

encoder can learn the relationship between image blocks through the self-attention 

mechanism, and extract and represent features of each image block through the 

feedforward neural network. ViT adds a fully connected layer after the Transformer 

encoder to map the output of the last Transformer encoder into a class probability 

distribution. In this way, the image classification task can be achieved through training. 

 

Fig. 2. The model structure of ViT and the encoder of its Transformer part 
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2.3 DETR 

The structure of the DETR model is composed of three parts: backbone, encoder and 

decoder of special Transformers, and Feedforward Neural Network(FNN) [6]. The 

model structure of DETR is shown in Fig. 3. The function of the backbone part is to 

use CNN to extract local features of the data, and then convert the local features into a 

one-dimensional sequence as the input of Transformer-encode. The function and 

process of the second part of the encoder are the same as those of the Transformer's 

encoder, but what is different from the Transformer's decoder is that it does not use 

masked multi-head attention, because the image processing uses a non-autoregressive 

model, and requires parallel output. The role of FNN is to classify and predict the output 

of the Transformer structure. 

DETR uses the Hungarian algorithm to select an effective prediction frame 

algorithm as follows: 

 ( )ˆ ˆargmin ,
k

N

m k

k

y y = L  (1) 

Matching takes into account both category prediction and the similarity between the 

predicted box and the real box. Subsequently, the Hungarian loss matched in the 

previous step is calculated and the gradient is passed back. Because DETR has the 

disadvantages of slow training convergence speed, redundant target query, and poor 

small target detection results, subsequent algorithms are also developed around these 

aspects. 

 

Fig. 3. The model structure of DETR 

3 Improved Algorithm of DETR 

3.1 Deformable DETR 

Deformable DETR draws on the idea of Deformable Convolutional Networks (DCN) 

and applies it to the attention mechanism [7]. The multi-scale deformable attention 

module of DCN (as shown below) replaces the ordinary multi-head attention module 

in DETR. Only attention is sampled by the attention module. A tiny group of crucial 

sampling locations within a range. The Deformable Attention Module of the 

Deformable DETR Model is shown in Fig. 4. 
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Fig. 4. Deformable attention module of the Deformable DETR model 

3.2 Dynamic DETR 

To speed up training convergence, dynamic DETR approximates the attention 

mechanism of the DETR encoder using convolution-based dynamic encoders with 

different attention kinds in the encoder link [8]. In the decoder link, the dynamic 

attention mechanism based on RoI pooling operation is used to replace the cross-

attention module, so that DETR focuses on Region of Interest(ROI) from coarse to fine, 

effectively reducing the learning difficulty and accelerating the convergence speed of 

training. The architecture of the Dynamic DETR Model is shown in Fig. 5. 

 

Fig. 5. Architecture of the Dynamic DETR Model 
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3.3 Efficient DETR 

After improving the original DETR's six encoder levels and six decoder layers—which 

included three encoder layers and just one decoder layer—and removing the cascade 

inside the decoder, an efficient DETR is created. Organization [9]. It was discovered 

that the decoder is more crucial than the encoder after doing several tests and examining 

DETR. This is mainly because the cascade of decoders shows hierarchical auxiliary 

loss characteristics, and when updating query characteristics, the auxiliary decoding 

loss adds a strict monitoring mechanism, thereby improving the decoder's working 

efficiency. As the number of cascades gradually decreases, its performance has 

declined significantly. 

The two primary components of an efficient DETR are the sparse and dense 

components, which share data on the same detection head. Within a dense region, the 

system predicts dense features from the encoder, and creates a candidate box, and then 

uses a top-k selection strategy to filter out a series of solutions from the dense prediction 

set. The 4-D suggestions provided by the decoder along with its 256-D properties are 

adopted as reference points and initial settings for object querying. In areas where data 

is sparse, object containers, reference points, and object queries are initialized with 

dense priors and fed into the first-layer decoder, interacting with the features of the 

encoder to achieve deeper detail processing. The final prediction results are based on 

more granular object containers. Whether it is a dense part or a sparse part, target 

matching is achieved through one-to-one allocation rules. In all encoder and decoder 

layers, the deformable attention module described in Deformerable-DETR is used. The 

workflow of the Efficient DETR Model is shown in Fig. 6. 

 

Fig. 6. Workflow of the efficient DETR model 

By designing two parts, the dense part, and the sparse part, Efficient DETR can 

gradually optimize the object query initialization through multiple iterations of training 

to handle the target prediction task more efficiently. 

3.4 SMCA DETR 

Several query vectors in DETR are in charge of locating targets at various locations 

[10]. To adaptively choose the key characteristics from this geographical information 

and estimate the position and category, each object query interacts with the spatial 

location features that CNN has acquired. Co-attention is employed throughout this 
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process. Nevertheless, it is possible that the co-attended zone in the decoder for each 

object query does not match the box that the query anticipated. Therefore, larger 

training rounds are required for DETR's decoder to correctly identify the matched target 

by co-attending areas. 

To achieve quick convergence and enhance the effect, the co-attention module in 

DETR is replaced by the Spatially Modulated Co-attention (SMCA) module in SMCA.  

The architecture of the SMCA DETR Model is shown in Fig. 7. 

 

Fig. 7. Architecture of the SMCA DETR model 

The Gaussian distribution model is incorporated into Spatially Modulated Co-

attention to enhance the speed of the model's convergence by modifying the attention 

mechanism's search range to a specific region close to the object's center. For each 

given object query vector, SMCA first predicts the center position and scale of the 

object; 

 
( )( )

( )

norm norm , sigmoid MLP

, FC

h w q

h w q

c c O

s s O

=

=
 (2) 

And create the object's two-dimensional Gaussian distribution using the anticipated 

value, which is then utilized to modify the Gaussian distribution's bandwidth; 
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Finally, the two-dimensional Gaussian distribution of the object is combined with 

the attention matrix in the joint attention model to obtain the spatially modulated multi-

head attention matrix as follows: 

 ( )softmax / logT

i i i iC K Q d G V= +  (4) 
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3.5 SAM DETR 

SAM DETR's fundamental concept revolves around leveraging the twin network's 

superior efficiency in diverse matching activities, simplifying the cross-attention object 

query process to concentrate on particular domains [11]. Parties involved in the 

matching process will assess similarity using identical semantic frameworks, thus 

simplifying the matching process and enhancing its precision. Before the Transformer's 

decoder layer's cross-attention, SAM DETR adds a Semantics Aligner. Directly 

perform convolution + MLP operation on the regional features obtained by RoIAlign 

to predict salient points, and use resampling to achieve semantic alignment matching. 

To preserve semantic alignment between the output object query and image features, 

feature reweighting is carried out when a new object query is constructed using the 

reweighting parameters produced by the preceding object query. The Semantic 

Matching Process of the SAM DETR Model is shown in Fig. 8. 

 

Fig. 8. Semantic matching process of the SAM DETR model 

By introducing a semantic alignment module and salient point sampling, the 

matching problem is solved and the convergence speed of DETR is accelerated. At the 

same time, the “plug and play” design allows SAM DETR to be easily combined 

with existing DETR convergence solutions and achieve better results. 
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3.6 UP DETR 

Because the backbone link of DETR has been trained, and the transformer module used 

as a detection module has not been pre-trained, this part mainly focuses on the 

positioning of spatial positions and the suppression between output boxes, so the 

current unsupervised training learning. The method is not suitable for pre-training of 

transformers in DETR. 

A novel pre-training technique dubbed UP DETR suggests a novel agent task for 

target detection known as random query patch detection [12]. The Random Queries of 

the UP DETR Model are shown in Fig. 9. This job randomly selects many query patches 

from the image to pre-train the Transformer on detection to predict the bounding boxes 

of these query patches in the given picture. The graphic depicts the UP-DETR training 

procedure. The allocation issue between query patch and object query is resolved by 

creating the Shuffled object queries and attention masking, which also resolves the 

multi-query positioning issue. 

Under unsupervised pre-training, UP-DETR has a faster convergence speed and 

higher accuracy than DETR. 

During the training process, two problems are solved: multi-task learning and multi-

query positioning. By freezing the reconstruction of the pre-trained backbone network 

and patch features to maintain the feature recognition of the Transformer, multi-task 

learning is completed. 

 

Fig. 9. Random queries of the UP DETR model 

3.7 Group DETR 

In the DETR series of algorithms, label allocation consists of one-to-one label 

allocation and one-to-many label allocation. Through multiple experiments, it was 

found that with one-to-one tags, regardless of whether NMS is used or not, increasing 

the number of object queries alone has little effect on improving model performance, 

while one-to-many tags significantly improve model performance when using NMS. 

Group DETR proposes a new label-matching strategy for Group-wise One-to-Many 

assignments [13]. The Group Matching Process of the Group DETR Model is shown in 

Fig. 10. 
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Fig. 10. Group matching process of the group DETR model 

Group DETR divides all object queries into K groups, uses the self-attention of the 

same encoder to calculate the object queries of each group, performs one-to-one label 

matching in each group, and has a benchmark object in each group Matches an object 

query such that in K groups, a benchmark object is predicted by K query objects. 

3.8 Summary of DETR Improved Model 

Deformable DETR uses a deformable attention network to make training converge 

faster, but the number of encoder tokens is 20 times greater than DETR; Dynamic 

DETR's dynamic attention provides lower resolution and speeds up training 

convergence. , but relies on the CNN network as a convolution-based encoder and a 

Rol-based decoder; Efficient DETR reduces the number of decoding layers and 

encoding layers, but increases the number of GFLOPs; SMCA DETR uses a regression-

aware mechanism to improve the convergence speed, SAM DETR Semantic alignment 

is used to speed up the matching process, but the performance of both in detecting small 

objects is reduced; UP DETR uses pre-training of multi-task learning and multi-query 

localization to improve the convergence speed and accuracy, but pre-training for patch 

positioning requires integration Pre-training of convolutional neural network and 

Transformer; Group DETR adopts "multi-group one-to-one Allocation" label 

allocation improves training speed, but requires higher space. 

4 Conclusion 

Transformer has demonstrated remarkable success in natural language processing, 

revolutionizing the field and introducing novel concepts to target detection. This article 

elucidates the DETR model, along with other contemporary models, which are actively 

employed to mitigate challenges such as subpar identification of small targets, 

redundancy in target queries, and sluggish training convergence rates. Through the 

comprehensive review, readers are provided with a thorough understanding of the 

research conducted in this domain, encompassing both the methodologies employed 

and the outcomes achieved. It is believed that this examination will afford readers a 

clear and insightful perspective on the advancements made in target detection using 

Transformer-based models. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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