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Abstract. Lacking sufficient data has become a serious problem in the field of 

Facial Expression Recognition (FER), since the cost of collecting a large amount 

of facial expression images is huge and training a new FER model from the be-

ginning is time-consuming. In this paper, the author trained a FER model based 

on a gray-scale dataset (FER2013) and found several shortages in both the dataset 

and the model. In order to achieve better accuracy and reduce the bias in the 

previous training domain, the author searched for a new dataset and applied trans-

fer learning to transfer the FER model to the new domain. More specifically, this 

study was based on the MobileV2 Convolution Neuron Network (CNN) model 

and the author adjusted the top layers to match the FER classification task, the 

special inverted residual blocks in the MobileV2 accelerate the training process 

while ensuring the high accuracy. Since the data were all labeled, this study ap-

plied model fine-tuning and froze the weights of the first few layers in the model 

which were trained to detect the special features in the images. Thus, by adjusting 

the weights of the fully connected layers, the model successfully transferred to a 

similar domain. Experimental results indicated that after applying the model fine-

tuning, the FER model performed much better while recognizing colorful images 

of faces from different human races and the new model reduced the bias created 

by the previous training dataset. 

Keywords: Computer Version, Facial Expression Recognition, Transfer Learn-

ing.  

1 Introduction 

Facial Expression Recognition (FER) is about detecting human emotion states due to 

the specific movement of their muscles on their face, it is significant for computers to 

understand human emotion and affective states [1]. The recognition process requires 

computer to classify expressions from photos of human faces and separate them into 

seven basic expressions including “angry”, “disgust”, “fear”, “happy”, “sad”, “sur-

prise” and “neutral”, the first 6 expressions were defined by American psychologist 

Ekman and Friesen in the 1970s [2], and the “neutral” was added later by other re-

searchers. According to psychology research, facial expression shows more communi- 
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cation information than any other non-verbal communication ways [3]. From the tech-

nology point of view, since facial expressions carry all kinds of this information, FER 

can be significant for fields like Computer Vision (CV) and Human Computer Interac-

tion (HCI) and provide ways for machine-human communication. 

 In the early field of FER, many studies introduced simple neural networks to judge 

the expression, but dealing with pictures which may contain 10 thousand or even more 

pixels, the training process was long, and the accuracy was still not satisfying. In 2013, 

the champion of the competition of FER got 67.48% accuracy by using the Local Learn-

ing Bow, but this record was easily broken since researchers started to use the Convo-

lution Neural Network (CNN) and Recurrent Neural Network (RNN). CNN models 

like ResNet, VGGNet and GoogleNet all present their own advantage in classifying 

facial expressions. CNN models often have a large number of parameters and layers, 

and the common result of training with CNN is that the deeper the network is, the better 

the model will perform in classification and capture the most representative features [4-

7]. But the deeper layers always bring problems to the computing process and network 

like VGG16 has about 138 million parameters which may take researchers a week or 

even more time to train and reach the final result. In order to avoid the time and re-

sources researchers may waste on these huge CNN models, transfer learning comes out. 

Transfer learning focuses on helping researchers to transfer their training result from 

one domain to a different but similar domain. In the case of using a CNN model which 

may take about weeks to compile, researchers can use a pre-trained network and make 

a fine-tune to adjust it to a new dataset. Most of the FER datasets only contain a few 

hundreds or thousands of data, and the data insufficiency is considered to be one of the 

major challenges for FER, transfer learning can provide help to save the time and solve 

the problem of data insufficiency [1, 8]. 

 After building and training a MobileNetV2 model with the dataset named Facial 

Expression Recognition 2013 (FER2013) collected from Kaggle [9], the author discov-

ered that the accuracy of predicting expression was still not satisfactory, so this study 

aimed to improve the model with transfer learning. After evaluating the FER2013 da-

taset, the author found several problems with the dataset. Data from FER2013 are all in 

gray scale and most of the faces are from white people, thus when using the model to 

predict colorful pictures or faces from the other human races, the recognition perfor-

mance will become worse. In order to reach a higher accuracy and adjust the model to 

have less bias on human races, the author did a transfer learning with a more balanced 

dataset. Based on the previous model, the author blocked the convolution layers which 

were used to capture features and made a fine-tune to the top layers. This time the test 

accuracy on the FER2013 increased and had a better performance while predicting col-

orful faces. 
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2 Methodology  

2.1 Dataset 

This study includes 2 datasets, and the first dataset is Facial Expression Recognition 

2013 (FER2013) [9]. This dataset contains 7 expressions: angry (3,995 pictures), dis-

gust (436 pictures), fear (4,097 pictures), happy (7,215 pictures), neutral (4,975 pic-

tures), sad (4,830 pictures), surprise (3,171 pictures). The size of FER2013 pictures is 

all 48×48, and all the data are in gray scale. 

 The second dataset is Facial Expression Training Data (FETD) [10]. This dataset 

contains 8 categories, but since this study plans to do the transfer learning and improve 

the prediction accuracy on dataset FER2013 which only has 7 expressions, the author 

removed expression “contempt” from the original FETD dataset, the rest classes are: 

angry (3,218 pictures), disgust (2,477 pictures), fear (3,176 pictures), happy (5,044 pic-

tures), neutral (5,144 pictures), sad (3,091 pictures), surprise (4,039 pictures). Data 

from FETD is composed of RGB channels and has the size of 96×96. Fig. 1 provides 

some examples from the collected datasets. 

 

Fig. 1. Sample images from the collected datasets . 

 Since the amount of data is still not large enough and the data sizes are different in 

two datasets, the author did augmentation for both datasets. The augmentation prepro-

cess included changing the size of data (to 224×224), implementing horizontal flips, 

zooming (at range 0.3) and height shifting (at range 0.2). 

2.2 Transfer Learning Technical Details 

Basic convolution neural network contains convolution layers, pooling layers and flat-

ten layers. Convolution layers can easily detect spatial features such as edges and cor-

ners in images. Pooling layers can constantly decrease the spatial size of data, so the 

number of parameters and computation will also decrease, which can somehow prevent 

the model from overfitting. Flatten layers can convert multi-dimensional output from 

the layers above into a one-dimensional array, which can be used as the input of the 

fully connected layer. While building CNN models, researchers always make a com-

plex combination of these three kinds of layers, and this combination always contains 

several convolution layers. The first CNN layers can learn the basic feature detection 
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filters like edges and corners. The middle layers can learn filters which detect parts of 

objects, in the case of FER, these middle layers might learn to response to eyes and 

noses. The last layers have higher representations, they may recognize the full face in 

different shapes and positions. In one word, each CNN layer learns features of increas-

ing complexity. 

 This study’s model is based on a CNN model named MobileNetV2 [11], which is 

lighter than most of the other typical models like VGG19 [12] or AlexNet [13]. The 

Inverted Residuals and the Linear Bottlenecks help to reduce the weight of Mo-

bileNetV2 and ensure high accuracy at the same time. Unlike the normal residual block 

shown in Fig. 2, which is made of a 1x1 dimensionally reduced convolution layer a 3x3 

feature detecting convolution layer and a 1x1 dimensionally increased convolution 

layer, the inverted residual block first increases the dimension with a 1x1 convolution 

layer, and then applies 3x3 Depthwise Convolution layer to detect features, at last, it 

decreases the dimension by using a 1x1 convolution layer [11, 14]. The linear bottle-

necks represent the linear activation function used on the projection convolution layer. 

While converting a high dimension to a lower one, using ReLu activation may cause 

the loss of information and damage the output. During the process of convolution, the 

lower the dimension of tensor is the less computation the convolution will cause, but if 

the whole convolution layers are using the low dimension to detect features, the infor-

mation gain from the network will not be enough, so the MobileNetV2 model uses 

inverted residual blocks to insure that features are detected in a higher dimension and 

compress the data to make sure the out tensor’s dimension remain small. 

 

Fig. 2. Classical residual block structure and the inverted residual block structure . 

Besides the basic feature detection layers, the author built fully connected layers 

after the original convolution layers of the MobileNetV2. The top layers include: A 

Dropout layer (dropout rate=0.5), an Average Pooling layer (pool size = (3,3)), a Flatten 
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layer, a Batch Normalization layer, a Dense layer with 1024 units uses Relu as activa-

tion function and uses L2 as kernel regularizer, a Dropout layer (dropout rate = 0.3), 

and an output Dense layer with 7 units and softmax activation function. The Average 

Pooling layer and the Flatten layer are used to convert the multi dimension output from 

the convolution layers above into a 1D array. Dropout layers and the Batch Normaliza-

tion layers can help the model to avoid overfitting [15]. Since this study’s task is to 

recognize and classify all the data into 7 classes, the final dense layer should contain 7 

units and the softmax activation function. 

Since the transfer learning process can transfer a pre-trained model from its original 

domain to a different but similar one, transfer learning was provided to be a vital solu-

tion when facing the problem of lacking sufficient data for the network to learn. Re-

searchers have proved that the pre-learned features from the previous model have the 

robustness to handle all the problems that augmentation operates may bring, so transfer 

learning have shown promising results in the field of FER when dealing with the issues 

like head position problem, rotation problem and the other problem that augmentation 

may cause [1]. Generally, there are 4 ways to do transfer learning: Model Fine-tuning, 

Domain-adversarial training, zero shot learning, and Self-taught Learning [16]. In this 

study, both the source data (FER2013) and the target data (FETD) are labeled, model 

fine-tuning can be the fastest solution to do the transfer learning task. Model fine-tuning 

means taking a model which has already been trained with the old dataset and refreshing 

the classification layers’ weights by training the model with a new dataset [17]. Since 

this task is to draw recognition on images, the author froze the convolution layers’ 

weights which were used to detect features [18], and only did fine-tune on the fully 

connected layers to classify the expressions. 

2.3 Implementation Details 

This study’s backend is based on Tensorflow and the Keras. In order to reach a better 

result in classification, this study chose Adam [19] as the optimizer and set the learning 

rate to 0.001. Besides, the loss function was Categorical Crossentropy. Trying to avoid 

the local minima and the problem of overfitting, this study applied early stopping func-

tion and reducing learning rate on plateau function as callback functions during the 

training process. The patience of early stopping function was set to 8 epochs and the 

patience of reduce learning rate function was 4 epochs. 

The whole training process includes the first training process with dataset FER2013 

which was set to train for 50 epochs and the second fine-tune training process which 

was about 20 epochs. 

3 Results and Discussion  

The original model, which was trained with the FER2013 dataset early stopped at about 

35 epochs, reaching a training accuracy of 83.75% and a validation accuracy of 64.85%. 

By loading the weights of the original model and retrained the fully connected layers 
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on the mixed dataset of FETD&FER2013 for 20 epochs, the new model reached a train-

ing accuracy of 84.34% and a validation accuracy of 68.58% on FER2013 test dataset. 

 

 

Fig. 3. Test result between the original model and the fine-tuned model. 

After training the original model and the fine-tuned model, this study made a com-

parison between these two models by testing their accuracy on the FER2013 test dataset 

and the FETD test dataset shown in Fig. 3. The result claimed that by using transfer 

learning and making fine-tune on the original model, the new model predicted higher 

accuracies on both the FER2013 test dataset (1% higher) and the FETD test dataset 

(40% higher), especially when predicting the colorful pictures and facial expressions 

from different human races in the FETD dataset. Fig. 4 shows the confusion matric 

when predicting with the FETD test set. 

 

Fig. 4. Confusion matrices predict on the FETD test set . 

From the confusion matrices in the Fig. 4, this study found that the original model 

which was trained with FER2013 had problem with recognizing the expression of “dis-

gust”, since the FER2013 dataset was imbalanced and the training data for “disgust” 

was less than the other expressions. Besides, in the FER2013 dataset, facial expression 
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data like “fear” “sad” and “surprise” not only contain the human faces, but they also 

have hands on these faces. These particular expressions are predominantly associated 

with the appearance of hands in these images and lead to the inaccurate learning to 

correlate and presence of hands with these expressions. But with the help of transfer 

learning, this study successfully overcame these shortages by transferring the old do-

main (FER2013) to a similar but less bias domain (FETD). On the one hand, FETD 

dataset enlarged the training data for the “disgust” expression, on the other hand FETD 

has less faces which are covered by hands and provides faces from different human 

races. Model Fine-tuning skills in transfer learning successfully helped the original 

model to learn new weights in the fully connected layers and made a huge improvement 

when predicting all these 7 expressions. Beyond all these achievements, there are still 

some deficiencies. Model fine-tuning requires both the source data and the target data 

to be labeled, otherwise, fine-tuning may not reach the expected result. Under those 

circumstances, different transfer learning skills should be applied depending on 

whether the data is labeled or not. In cases that the source data is labeled but the target 

data is unlabeled, domain adaptation training can handle these transfer process well by 

lying to the domain classifier layers in the model and forcing the feature extractor layers 

to detect the Generic features from these both the old and the new domains [20]. 

4 Conclusion 

In this study, the author focused on improving the FER model trained with FER2013 

to reduce the bias on human races and reach a better result when predicting colorful 

pictures. This study applied transfer learning skills, especially the model fine-tuning to 

make adjustment to the previous model weights and reach a higher accuracy in both the 

previous FER2013 dataset and the colorful FETD dataset. Experimental results showed 

that after applying transfer learning and model fine-tuning, the new model performed 

higher accuracy on predicting both the FER2013 dataset and the FETD dataset. Espe-

cially when predicting the colorful RGB images, the transferred model advanced about 

40% in test accuracy comparing with the original model. In the future, the author plans 

to do extensive experiments like using other transfer learning skills to conduct a higher 

accuracy on gray-scale dataset and adjust this FER model to do real-time facial expres-

sion recognition tasks. 
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