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Abstract. A crucial stage in the categorization of brain tumors for medical di-
agnosis and treatment. Magnetic resonance imaging (MRI) is routinely used to 
distinguish brain tumors; however, manual interpretation of the MRI data is ar-
bitrary and time-consuming. In this work, we used transfer learning and the 
ResNet50 model with fine-tuning to classify brain tumor MR scans data into 
three different categories: meningioma, glioma, and pituitary tumors. Once the 
images had been pre-processed to lower noise and boost quality, they were then 
normalized and resized. The improved ResNet50 model achieved accuracy, 
precision, and recall, of 95.9%, 95.7%, and 95.19%. The results highlight the 
value of these techniques for analyzing medical images and demonstrate the po-
tential for transfer learning and fine-tuning for the categorization of brain tumor 
MR images. This proposed study sets the framework for future research into the 
development of more sophisticated and effective techniques for categorizing 
MRI images of brain tumors. 

Keywords: transfer learning, ResNet50, magnetic resonance images, brain tu-
mor, classification, fine-tuning. 

1 INTRODUCTION 

Brain tumors are a significant public health issue across the world, and early identi-
fication and treatment can significantly improve patient outcomes. A common diag-
nostic technique for locating and classifying brain tumors is magnetic resonance im-
aging (MRI). In this work, we classified brain tumor MRI images into three categories 
using transfer learning and the ResNet50 model: meningioma, glioma, and pituitary. 

As medical imaging data becomes more readily available, there is a growing de-
mand for computer-aided methods to assist in the detection and treatment of brain 
tumors. The categorization of medical images using deep learning methods, notably 
transfer learning, has produced positive results. Transfer learning, which makes use of 
the knowledge gathered from a lot of data, allows a pre-trained model to be modified 
for a specific purpose. 
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In this work, we used transfer learning and the ResNet50 model to categorize brain 
tumor MRI data into three categories. During pre-processing, the dataset underwent 
denoising, normalization, and scaling to convert images into the .jpg format. The 
model's performance was evaluated using a confusion matrix, and measures including 
accuracy, precision, and recall. A graph of accuracy and loss versus epochs was used 
to visually depict the model's performance during the training phase. 

By demonstrating how the ResNet50 model can classify MRI images of brain can-
cers via transfer learning, this work aimed to advance the field of medical imaging 
classification. The results of this study might contribute to the development of more 
accurate and efficient computer-aided methods for the diagnosis and treatment of 
brain cancer. 

2 RELATED WORKS 

Classifying a brain tumor is a crucial step in the medical diagnostic and treatment 
planning process. Due to its capability to provide finely detailed images of the brain's 
structure and tissue properties, imaging with magnetic resonance (MRI) is frequently 
used to distinguish brain cancers. Unfortunately, manual interpretation of MRI scans 
requires a lot of time and is subjective, necessitating automatic methods. 

Several approches of computer vision and machine learning techniques over time 
to categorize MRI images of brain tumors. Based on manually created parameters, 
brain tumors have been categorized using conventional machine learning techniques 
like decision trees and support vector machines. For instance, K. Padmavathi et al. 
(2022), The authors of this article divided MRI into four kinds (glioma, no tumor, 
meningioma, pituitary). Using EfficientNet, they trained the architecture. The results 
showed that transfer learning performs effectively with small datasets [1]. 

Convolutional neural networks (CNNs), a type of deep learning technology, have 
recently been used to classify MRI images of brain tumors. These methods have 
demonstrated significant promise for automating categorization and reaching high 
accuracy rates. For instance, M. Arbane et al. (2020), In this study, the researcher put 
up a convolutional neural network as a deep learning model for classifying brain tu-
mours from MRI images, CNN is based on transfer learning. The real system exam-
ines numerous CNN architectures, including ResNet, Xception, and MobilNet-V2. 
Although deep learning models occasionally need to be trained on enormous amounts 
of data, using these techniques with medical imaging datasets, which are often small-
er, may be challenging [2]. 

Transfer learning has been used to categorize MRI images of brain tumors in to 
solve this problem. Transfer learning is taking a deep learning model that has already 
been trained and refining it on a smaller dataset so that it can learn the exact features 
necessary for the job at hand. In T. Mantha et al. (2021), research suggested using the 
EfficientNet-B3 deep learning architecture to automatically classify brain tumors in 
MRI data. This model can dissect MRI images of three different types of tumors: 
Glioma, pituitary, and meningioma tumors [3]. 

208              A. Hussain et al.



In T. Kanimozhi et. al, (2022) - The goal of the suggested study aims to develop a 
variational quantum circuit-based hybrid classical-to-quantum transfer learning ap-
proach that may be applied to MRI image-based brain tumor diagnosis. Using the pre-
trained ResNet-18 CNN framework, this hybrid CNN-Quantum transfer learning 
model was created in an effort to achieve greater accuracy [4]. 

M. C. Xenya et. al, (2021) – this research showed three base learners techniques, 
two primary ensembles, and a final ensemble learner model make up the categoriza-
tion model. Pre-trained VGG16, Inception-V3, and ResNet50 are used as basis learn-
ers to fine-tune the three base learners. [5]. 

J. Mathew et. al, (2022) - The main objective of this work is to examine the capaci-
ty of various transfer learning-based DCNN models that have been trained to recog-
nize sick brain images. To help neurologists make prompt and informed judgments, 
this effort focuses on developing an efficient and trustworthy approach for identifying 
brain cancers using MRI. [6]. 

M. Mondal et. al, (2021) - In order to reliably identify three prevalent types of ma-
lignancies using brain MRI, on the basis of VGG-19, a deep transfer learning frame-
work is presented in this paper. The recommended structure largely consists of two 
parts. The first phase is the VGG-19 frozen component, and the second phase is the 
modified neural style classification section [7]. 

Z. Chen et. al, (2022) - In this study, three CNN structures—MobileNet, Efficient-
Net, and ResNet—were used to evaluate four distinct transfer learning settings. The 
first preset employs a model without transfer learning, whereas the second preserves 
the learnability of all layers while using transfer learning, the third preset uses transfer 
learning while freezing the first 1/3 of layers, and the fourth preset uses transfer learn-
ing while freezing the first 2/3 of layers. The ImageNet dataset served as the training 
ground for all pre-trained models [8]. 

3 Proposed Methodology 

3.1 Dataset 

Here T1-weighted contrast-enhanced pictures of 3064 images consist of 708 slices 
each of meningioma, 1426 slices each of glioma, and 930 slices each of pituitary tu-
mour from 233 individuals from the figshare.com. 
 
3.2 Methodology 

Pre-processing, transfer learning using ResNet50, fine-tuning, assessment, and vis-
ualization were some of the elements that made up the approach employed in this 
work. The parts that follow give a thorough explanation of each level. The flow chart 
of the proposed work has been shown in fig.1. 
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Fig. 1. Flow chart of the proposed work 

1. Pre-processing: Prior to categorization, the MRI images underwent pre-
processing to increase their uniformity and quality. The pre-processing procedures 
included denoising and normalization. These actions were taken to guarantee that the 
images had the same size and intensity distribution for the model to learn from and to 
eliminate any noise or artifacts that could have been present [9-11]. 

2. Transfer learning with ResNet50: The categorization of brain tumor MRI imag-
es uses transfer learning with ResNet50 as the basic model. Using the information 
gained from a sizable dataset on a related task, transfer learning entails optimizing a 
pre-trained model on a new task. The brain tumor MRI images dataset was used in 
this research work to fine-tune the pre-trained ResNet50 model. 

3. Fine-tuning: The pre-trained ResNet50 model was fine-tuned to match the 
unique features of the brain tumor MRI images. This included changing the model's 
weights to minimize the loss function after training the model on the dataset of MRI 
scans of brain tumors. Combining backpropagation and gradient descent optimization 
methods was used for the fine-tuning procedure. 

4. Evaluation: Several measures, including accuracy, precision, and recall were 
used to assess how well the refined ResNet50 model performed. These metrics give 
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information on how well the model can divide the scanned images into three catego-
ries of meningioma, glioma, and pituitary tumor. 

5. Visualization: A confusion matrix, an accuracy, and a loss vs epochs graph were 
used to illustrate how well the refined ResNet50 model performed. These visualiza-
tions give a thorough overview of the model's performance and aid in pinpointing 
potential improvement areas. 

 
Transfer learning: 
 
A deep learning approach called transfer learning makes it possible to reuse a 

model that has already been trained for a different but related job. Transfer learning 
seeks to increase performance on a smaller, related job with little annotated data by 
utilizing the information gained from a big dataset on a comparable task. 

Deep convolutional neural networks (DCNNs) have attained cutting-edge perfor-
mance in the field of computer vision for a variety of applications like segmentation, 
object identification, and picture categorization. These models have mastered the 
ability to extract intricate and hierarchical characteristics from images after being 
trained on big datasets like ImageNet [12-14]. 

These pre-trained models may be improved for a particular task, like classifying 
MRI images of brain tumors, using transfer learning. By fine-tuning the pre-trained 
model, the model may utilize the information gained from the huge dataset and learn 
to adapt to the particular characteristics of the target task. In comparison to starting 
from scratch and training a model on a tiny dataset, this can lead to better perfor-
mance and faster convergence [15]. 

ResNet50: The original ResNet design, which was created to solve the issue of 
vanishing gradients in very deep neural networks, has a variation called ResNet50. 

 The 50-layer ResNet50 architecture is intended to enable deep neural network 
training without experiencing vanishing gradient issues. This is accomplished by add-
ing residual connections, which allow gradients to go freely through the network 
without being diluted by other layers. 

ResNet50's residual connections enable the network to learn residual mapping or 
the distinction between a block of layers output and input. The network can skip over 
levels that might not be necessary for the present task by adding this residual mapping 
to the input of the following block of layers. With this method, incredibly deep neural 
networks that are more accurate than their shallower counterparts may be trained. In 
fig. 2., the block diagram of the proposed model has been shown.  

A sizable dataset named ImageNet, which comprises over 1 million pictures and 
1000 distinct classifications, was used to pre-train ResNet50. Transfer learning on 
other image recognition tasks, including object identification or segmentation, may be 
started with the pre-trained weights of ResNet50 [16-20]. 

ResNet50 is a potent neural network design that has been successful for a variety 
of computer vision tasks, in general. Its pre-trained weights make it a popular option 
for transfer learning, and its residual connections enable very accurate deep neural 
network training. We attempted to enhance the performance on the smaller and relat-
ed tasks of brain tumor detection by fine-tuning the pre-trained ResNet50 model, 
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using the information obtained from the vast dataset of natural images, and image 
categorization in MRI [21-25]. 

 

 

Fig. 2. Block diagram for the proposed model 

4 Experimental Results 

The study's findings demonstrated that the refined ResNet50 model could correctly 
divide the three types of brain tumors meningioma, glioma, and pituitary from the 
MRI scans. In fig.3. confusion matrix demonstrated that the model was capable of 
accurately classifying the vast majority of the images. The accuracy, precision, and 
recall of the model were computed. 

In this study, 2451 images were taken for training and 613 images for testing pur-
pose out of the total 3064 images. 

22 epochs were used to evaluate the performance. 98.10% training accuracy and 
95.90% test accuracy were attained after a total no. of iterations. 

Fig. 4. (a) and (b) showed accuracy and loss vs. epochs graph also demonstrated 
how the loss reduced as the epoch count rose. This shows that the model was able to 
pick up new information and apply it effectively to the brain tumor image dataset of 
MRI. 

According to the study's findings, it is possible to categorize brain tumor MRI 
scans into three different groups, including meningioma tumors, glioma tumors, and 
pituitary tumors, using transfer learning with ResNet50 and fine-tuning. High levels 
of accuracy, precision, and recall were attained by the refined ResNet50 model, 
demonstrating that it was able to pick up on the characteristics and patterns seen in the 
dataset of brain tumor MRI scans. 

Contrasting the suggested transfer learning model and a few cutting-edge CNN al-
gorithms is shown in the table. I. The same dataset, parameters, and settings were 
used for all of these models. 

212              A. Hussain et al.



The table. I. makes it clear that the proposed model performed noticeably better 
than all the other models. 

 

 

Fig. 3. Confusion Matrix for test images 

 

 

(a) 
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(b) 

Fig. 4. Graph between (a) Epochs vs Accuracy, and (b) Epochs vs Loss 

 

Table 1. Performance Analysis 

CNN Architectures Accuracy Precision Recall 

ResNet-50 [18] 93.23% 94.61% 92.19% 

MobileNetV2 [14] 88.29% 89.62% 90.59% 

Transfer Learning with VGG19 [7] 94.0% 94.0% 94.0% 

Proposed work 95.90% 95.70% 95.19% 

    

5 Discussion 

The findings of the study show that the categorization of brain tumor MRI images 
into three categories meningioma, glioma, and pituitary can be accomplished by uti-
lizing transfer learning with ResNet50 and fine-tuning approaches. High levels of 
accuracy, precision, and recall were attained by the refined ResNet50 model, demon-
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strating that it has learned the characteristics and patterns seen in the dataset of brain 
tumor MRI images. 

The study emphasizes how transfer learning and fine-tuning may be used to ana-
lyze medical imaging data. The study's findings show that transfer learning has the 
potential to be utilized effectively for the interpretation of medical imaging data. 
Transfer learning has been applied successfully in a number of fields, incorporating 
natural language processing and computer vision. The study was able to overcome the 
drawbacks of utilizing a pre-trained model directly and reach a high degree of per-
formance by fine-tuning the ResNet50 model. 

The study's findings show that the model was able to pick up on the traits and pat-
terns seen in the collection of MRI images of brain tumors. The model was able to 
attain a high degree of accuracy, and the graph of accuracy and loss vs epochs 
demonstrated that the loss reduced as the number of epochs grew. This shows that the 
model was able to adapt adequately to the dataset of brain tumor MRI images and 
learn. 

6 Conclusion 

In this work, transfer learning using ResNet50 and fine-tuning approaches were 
used to categorize brain tumor MRI scanes into three groups that are meningioma 
tumors, glioma, and pituitary tumors. The fine-tuned ResNet50 model achieved high 
levels of accuracy, precision, and recall proving the efficacy of transfer learning and 
fine-tuning for the interpretation of medical imaging data. 

 The results of the study demonstrate the efficacy of fine-tuning and transfer 
learning for the categorization of MRI images of brain cancers. The improved Res-
Net50 model was effective in generalizing the data and picking up on the traits and 
patterns present in the dataset of brain tumor MRI scans. The great performance and 
accuracy of the improved ResNet50 model show the promise of transfer learning and 
fine-tuning for the processing of medical imaging data. 

        The efficiency of fine-tuning techniques and transfer learning method on big-
ger and more diversified datasets of brain tumor MRI images may be evaluated in 
future studies. In this research, it is also possible to investigate the potential for newly 
trained models and refined methods for the processing of medical imaging data. 
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