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Abstract. Human action recognition is a critical aspect of computer vision re-

search and has various practical applications. In this paper, we focus on a spe-

cific type of action recognition, yoga pose recognition, and propose a computer 

vision-based model using deep learning. Our proposed model is a hybrid of 

Convolutional Neural Network (CNN) and Gated Recurrent Unit (GRU) and is 

designed to aid individuals in their self-practice of yoga. Mediapipe pose esti-

mation is used to extract body keypoint as a feature of yoga poses. The Convo-

lutional Neural Network (CNN) layer is utilized for extracting features from the 

keypoints, and the Gated Recurrent Unit (GRU) layer follows it to understand 

the sequence of frames for making predictions. The model is trained on video 

dataset of yoga poses carried out by various individuals. Model performance is 

evaluated based on its ability to accurately recognize the poses. The integration 

of Mediapipe and the combination of CNN and GRU offers a unique  approach 

to yoga pose recognition and provides new insights into the field of human ac-

tion recognition. 

Keywords: Yoga asana, Human action recognition, Computer vision, Human 

pose estmation, Deep learning 

1 Introduction 

The recognition of human action through computer vision has been a topic of great 
interest among researchers for several years due to its vast potential for applications 
[1]. The realm of recognition systems encompasses a diverse array of fields, ranging 
from robotics and human-computer interaction to gaming, video surveillance, bio-
metric verification, sports and health monitoring [2]. Despite numerous advancements 
in recognition technology over the years, the use of such systems to detect yoga pos-
tures remains a relatively fresh and untapped area. In today's fast-paced and stressful 
world, taking care of one's mental and physical health has become increasingly im-
portant. Yoga, an ancient Indian practice, has been proven to play a crucial role in 
maintaining overall well-being [3]. However, it holds the potential to significantly 
impact public health and wellness through promoting this ancient Indian practice, and 
serves as an important step forward for researchers in the advancement of human ac-
tion recognition [4]. Yoga Asana is also an action as  involves a sequence of intricate 
movements starting from a neutral position, proceeding through intermediate steps, and 
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finally reaching the final yoga pose. The practitioner then holds the pose for a few 
moments and return to the starting position. Earlier, most of work for yoga pose recog-
nition worked with image datasets as considered only finished pose only [5], few 
works are done under human pose estimation. Human pose estimation provides a static 
representation of the human body, while human action recognition provides a dynamic 
representation of human behavior over time. While the two fields are closely related, 
human action recognition is a more complex problem that builds upon the foundation 
of human pose estimation. 

Advancements in deep learning have led to increased research on yoga pose esti-
mation in the field of human action recognition. The integration of deep learning has 
improved accuracy and efficiency, opening up new opportunities for growth and prac-
tical applications in health, wellness and athletic performance analysis. 

The suggested approach involves the deployment of Mediapipe to pinpoint specific 
body landmarks. These 33 landmarks encompass crucial features such as the  wrists, 
elbows, shoulders,  knees, ankles, feet, hips,  ears, nose, eyes, are identified and linked 
to form a skeletal representation. Designed hybrid model of Convolutional Neural 
Network (CNN) [6] and Gated Recurrent Unit (GRU) [7] uses the extracted keypoints 
to predict yoga poses, with CNN extracting spatial features and GRU processing tem-
poral information. 

The paper is structured into five sections. Section II reviews existing literature on 
yoga pose recognition. In Section III, the proposed methodology is explained. Section 
IV analyzes and discusses the results. Finally, Section V concludes the paper and out-
lines future work. 

2 Literature review 

In this section, the significant literature review of prior research will be explored and 

discussed for field of yoga pose analysis. Multiple solutions based on artificial intelli-

gence have been presented in the literature. These solutions can be broadly classified 

into three categories: wearable device-based [8], Kinect-based and computer vision-

based [9].Wearable device-based solutions use wearable devices such as smart watch-

es or fitness trackers to track and analyze various parameters such as joint angles and 

limb movements. 

The Kinect-based approach for yoga pose analysis has also been extensively re-

searched. Yoga posture identification was introduced by Chen et al. [10] through a 

feature-based approach. They captured the user's body shape and created a body map 

using a Kinect depth sensor camera. The star skeleton technique was applied for fast 

skeletonization to describe the human posture. Their dataset contains images of 

twelve different yoga postures and obtained an accuracy of 99.33%. Another ap-

proach to yoga detection was put forward by Trejo et al. [11] using the Kinect camera 

and Adaboost classification for recognizing six asanas (accuracy >90%). However, 

using a depth-sensor camera is not as widespread and may not be easily available in 

households. In contrast, Gochoo et al. [12] developed a yoga recognition system that 
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leverages the Internet of Things (IoT) technology with the use of a deep CNN and 

three wireless sensor network (WSN) nodes equipped with infrared sensors. This 

system was capable of recognizing 26 different yoga poses, achieving an impressive 

average F1-score of 0.9854 with one WSN node and 0.9989 with three WSN nodes.  

Computer vision is a rapidly expanding field and Human Pose Estimation (HPE) is 

one of its most promising aspects. and provide a more visual and intuitive representa-

tion of a user's movements compared to wearable device-based or Kinect-based solu-

tions [13]. HPE focuses on identifying and assessing human body parts using technol-

ogy that can detect key points in images and videos [14]. The skeleton-based model is 

commonly used due to its versatility, and accurate feature extraction is crucial for 

HPE accuracy [15]. Kothari [16] created a deep learning technique, specifically con-

volutional neural networks, for categorizing yoga poses in pictures. The dataset she 

used for her work consisted of 1000 images spread across 6 different yoga poses, and 

she achieved 85% accuracy. The scope of her work was limited to only six yoga pos-

es. Lin et al.[17] developed a self-practice yoga system that tracks body posture dur-

ing practice, utilizing the OpenPose[18]  to identify twenty four body keypoints with 

5.5 fps speed. Yamao and Kubota[19]  developed a human pose recognition system 

using the PoseNet [20] model. The PoseNet model was capable of detecting 18 body 

joints. The system was tested and the accuracy of pose recognition was evaluated by 

measuring the movement of body parts. Jo and Kim put forward a model to estimate 

errors in a yoga posture by leveraging MoveNet [21]. Thunder has the ability to pro-

vide key point coordinates for 17 unique joints in the body. AlphaPose [22] can esti-

mate the 17 (Alphapose-COCO) keypoints used for pose estimation of the Yoga per-

former [23]. 

Previous significant studies have utilized image datasets as only a limited number of 

publicly accessible yoga video datasets exist [5]. However, as a yoga asana involves a 

sequence of movements, an image dataset alone may not be suitable for training a 

model in a realistic scenario, as it does not account for intermediate steps. To address 

this issue, Yadav et al. [24] proposed a yoga recognition system capable of classifying 

6 different asanas. The system utilized OpenPose to identify 18 keypoints on the hu-

man body, which were then fed into a hybrid deep neural network model. A video 

dataset of 6 yoga asanas was created, consisting of 88 total videos, resulting in train-

ing and validation accuracy of 99.34% and 99.41% respectively, and a testing accura-

cy of 99.04% frame-wise and 99.38% after polling 30 frames. The model was also 

tested in real-time with an accuracy of 98.92%. Jain et al. [25] proposed a 3DCNN-

based yoga pose detection system, which was an altered version of the C3D architec-

ture originally developed for recognizing human actions and scored 99.39 and 90.50  

testing accuracy on test set and in real-time respectively. 
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3 Proposed Methodology 

 
The methodology for the proposed hybrid model of CNN-GRU with Mediapipe 

pose estimation is outlined in this section. The section is divided into sub-sections. 

3.1 Dataset preparation 

A video dataset of yoga poses is essential for yoga action recognition. For this 
study, we have acquired a publicly available dataset [24] consisting of 6 yoga postures: 
Bhujangasana, Padmasana, Tadasana, Trikonasana, Shavasana, and Vrikshasana 
shown in Fig. 1. The dataset was created with ten males and five females  total 15 par-
ticipants using normal RGB webcam. All participant perform all 6- asanas in common 
indoor environment. This dataset contains 88 total no. of videos with single view rec-
orded at 30 fps. 

 

Fig. 1. Six yoga pose of collected video dataset 

 

3.2 Body Keypoints detection and data generation  

In this work, we have utilized Mediapipe [26] for body keypoint detection. When 
compared to other pose estimation methods such as OpenPose, PoseNet, AlphaPose, 
and MoveNet, Mediapipe offers the advantage of being easily integrated into our eve-
ryday platforms without the need for powerful hardware and consuming less computa-
tional resources. 

The Mediapipe pose estimation extracts 33 keypoints, each representing a specific 
body part and joint location in terms of X, Y, and Z coordinates. The keypoints are 
depicted in Fig. 2. and Fig. 3 represents how Mediapipe generates keypoint for frame 
of videos. The Mediapipe library generates 3D coordinates with Z denoting depth, and 
We obtain the X and Y coordinates of the joint locations from each frame of the video 
and save them in a JSON file. After processing, the X and Y values are separated and 
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arranged in vectors X and Y respectively. The data is then split into training, valida-
tion, and test sets with a ratio of 80:10:10 for their respective use in the model. 

Google Mediapipe is able to conduct pose estimation in all sorts of platforms like 

desktop, iso, android with a relevantly low latency when compared to other pose esti-

mation methods like OpenPose,  PoseNet,  AlphaPose. It can be integrated into all the 

platforms that we use on a regular basis and doesn't need powerful hardware [26]. 

 

 
 

Fig. 2. Extraction of Keypoints of body parts using Mediapipe  for Trikonasana video 

 

Fig. 3. List and body location of 33 keypoints  Pose   

3.3 Model Design 

A combination of CNN and GRU, known as a hybrid model, was created using the 
high-level neural network API Keras and powered by TensorFlow with python pro-
gramming. The CNN was utilized for spatial feature extraction while the GRU, a type 
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of RNN, was employed to process the temporal information from the sequence of vid-
eo frames. 

The proposed model features three Conv1D layers serving as feature extractors, 
each with 32, 256, and 100 filters of size 3 and utilizing the 'relu' activation function. 
To improve training efficiency, Batch Normalization layers were added to normalize 
the activations. To prevent over-fitting and simplify the model's complexity, MaxPool-
ing1D and Dropout layers were incorporated. The output from the feature extractor 
was then transformed into a 1D array through the use of a Flatten layer. A GRU layer 
with 50 hidden units was added to model the sequential data, followed by a Dense 
layer with 6 neurons and the 'softmax' activation function for asana classification. The 
complete model architecture is depicted in Fig. 4. 

 

Fig. 4. Model Architecture 

3.4 Model Training 

The model was trained using 50 epochs with a batch size of 16, utilizing the train-
ing data and being evaluated on the validation data. The training was performed on a 
Google Colab system that features a Python 3 Google Compute Engine backend with a 
GPU, 15.0 GB of RAM, and a System RAM of 12.7 GB. The system only utilized 3.2 
GB and 4 GB of memory during the training process.The performance of the model 
was measured through the use of the categorical cross-entropy loss function and a 
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Softmax activation function in the fully connected layer. The model was compiled with 
a adam optimizer and a learning rate of 0.0001. In order to prevent overfitting, an Ear-
lyStopping callback was employed to halt training if there was no improvement in 
validation accuracy for 15 epochs. A ModelCheckpoint callback was also utilized to 
preserve the model's weights each time the validation accuracy improved.  

Fig.5 and Fig.6 illustrate the changes in training and validation accuracy and losses 
throughout the model training process. At each epoch, the accuracy and loss of the 
model are calculated for both the training and validation datasets. The figures reveal 
that the training accuracy rapidly improves during the first eight epochs and stays at a 
high level throughout the following epochs, with a minimal loss for both the training 
and validation sets. Additionally, it can be seen that the validation accuracy closely 
follows the training accuracy, suggesting that the model is well-generalized. As applied 
EarlyStopping, the training was terminated after 44 epochs, resulting in remarkable 
results with an average training time of approximately 12 seconds per epoch. The train-
ing accuracy reached 99.95% and validation accuracy was 99.79%, demonstrating 
excellent performance. 

 

Fig. 5. Depicts the training and validation accuracy of model 

 

Fig. 6. Depicts the training and validation loss of model 

3.5 Model Performance Evaluation 

After getting a training and validation accuracy of 99.95% and 99.79%, respective-
ly for designed hybrid model of CNN and GRU the model was tested for evolution on 
test dataset and in real time. The proposed model is capable of processing temporal 
data to provide predictions on sequences. This is achieved by considering yoga asanas 
as an action, including the intermediate steps involved in both forming and leaving an 
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asana. Polling for  30 frames was applied with window size of 25. The polling correct-
ly identifies the intermediate steps as part of the yoga pose action. The most frequently 
occurring asana among the 30 frames is considered the predicted asana. In the end, the 
trained model showed a testing accuracy of 99.95% on the test set of the dataset with 
all correct prediction of all asana except 2 wrong prediction for vrikshasana among 854 
test cases. The testing results using polling are depicted in the form of a confusion 
matrix and its normalized version in Fig. 7 and Fig. 8 respectively on test dataset. 

The model is also tested in real-time  on live camera streams captured by a 1080p 
HD Logitech webcam. A group of six individuals, consisting of three males and three 
females, performed all six asanas. The system was equipped with a 64-bit Windows 10 
operating system, an Intel i5-8300H CPU, 8GB of RAM, and an Nvidia GeForce GTX 
1050 GPU-8GB. 

3.6 Model Performance Evaluation 

 

Fig. 7. Normalised Confusion matrix for testing accuracy 

 

Fig. 8. Confusion matrix for testing accuracy 
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The testing was conducted using the Jupyter Lab IDE. The results of the real-time 
tests are presented in Table 1. Mediapipe achieved a frame rate of approximately 38 
fps and took approximately 20ms to generate 30 input frames, making it suitable for 
real-time applications. Model achieved test accuracy of 99.27 in real time. 

Table 1. Test Result in Real Time on proposed Hybrid Model 

Sr. No Asana Total Cases Correct Cases Accuracy (%) 

1 Bhujangasana 139 137 98.56% 

2 Trikonasana 133 132 99.25% 

3 Tadasana 132 132 100.00% 

4 Shavasana 121 120 99.17% 

5 Padmasanan 122 122 100.00% 

6 Vrikshansana 144 142 98.61% 

  Total 791 785 99.27% 

 

Table 2. Comparative Analysis with Earlier Works On Same Dataset  
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Yadav et 
al. [24] 

Open-

pose +CNN 
+ LSTM 18 adam 100 

22 
Sec 99.34 99.41 99.38 98.92 

5.6 
fps 

S. Jain et 

al. [25] 3DCNN NA SGD 100 

200 

Sec 99.96 99.39 99.39 90.5 

20 

fps 

Pro-

posed 

Mdei-

apipe+CN
N + GRU 33 adam 44 

13 
Sec 99.95 99.79 99.95 99.27 

38 
fps 

 

4 Result Discussion and analysis 

The proposed hybrid model was trained on a collected dataset of six yoga poses, 
resulting in training and validation accuracy of 99.95% and 99.79%, respectively. This 
efficient generalization of the model was demonstrated through its performance eval-
uation. The model was tested on a test dataset and in real-time, both of which resulted 
in high accuracy levels of 99.95% and 99.27%, respectively. The Comparative analysis 
represented in Table. 2 between our proposed Yoga pose recognition hybrid model, 
which combines CNN and GRU, and Our proposed method demonstrated superiority 
in recognition accuracy and computational efficiency through the use of cutting-edge 
techniques.  
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The proposed model represents an improvement over previous studies [24,25] per-
formed on the same dataset established by Yadav et al [24]. The training time of the 
proposed model is significantly shorter compared to the state of the art and using Me-
diapipe it operates at a speed of approximately 38 fps, making it suitable for real-time 
applications 

5 Conclusion and Future work 

This paper presents a computer vision based yoga pose recognition model that has 
the capability of recognizing yoga poses in videos as an action recognition task, and it 
is also capable of real-time prediction. A hybrid model of Mediapipe-CNN-GRU is 
designed, where Mediapipe extracts the 33-body key points as features, after which 
time distributed CNN used for spatial feature extraction and GRU for temporal predic-
tion. The system was able to generalize well overall the six asanas Bhujangasana, 
Padmasana, Tadasana, Trikonasana, Shavasana, and Vrikshasana and proven to be 
highly efficient for yoga pose recognition as an action with high accuracy. 

The model has undergone testing for six yoga poses, and for future work, a larger 
and more diverse dataset with a greater number of asanas can be created and the model 
can be tested on it. Integrating a feedback mechanism into the model to give users 
immediate feedback on the accuracy of their posture is another option. The model has 
the potential to be implemented on a portable device for real-time prediction assistance 
during self-training. 
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