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Abstract. With the rapid development of civil aviation and the significant im-

provement of people's living standards, taking an air plane has become a common 

and efficient way of travel. However, due to the flight characteristics of the air-

craft and the sophistication of the fuselage structure, flight delays and flight ac-

cidents occur from time to time. In addition, the life risk factor brought by aircraft 

after an accident is also the highest among all means of transportation. In this 

work, a model based on back-propagation neural network was used to predict 

flight accidents. By collecting historical flight data, including a variety of factors 

such as meteorological conditions, aircraft technical condition, and pilot experi-

ence, we trained a backpropagation neural network model to identify potential 

accident risks. In the model design, a multi-layer perceptron structure is used to 

optimize the network performance by adjusting the number of hidden layer nodes 

and the learning rate. Experimental analysis shows that the model can effectively 

predict flight accidents with high accuracy and reliability. 

Keywords: Flight accidents, Back-propagation neural network, Data processing, 

Prediction. 

1 Introduction 

With the continuous increase and expansion of routes, the gradual increase in flight 

mileage and the continuous increase in the number of flights, most airlines generate a 

large amount of flight data in their daily aircraft operations. These data need to be rec-

orded and saved for later statistics and analysis [1]. The main data can be divided into 

three categories: flight hour data, attachment cumulative time data, and fault replace-

ment data. These three types of data are the most authoritative indicators of a flight's 

safety and reliability. If we can sort out and analyze the fault data generated in aircraft 

operation and establish a reasonable prediction model to predict the potential failure 

risk, we can prevent it in advance and solve it in time, so as to significantly improve  
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the safety and reliability of the flight and ensure the safety of passengers and crew [2].
Therefore, it is feasible and important to use an accurate neural network prediction
model to predict the probability of aircraft failure.

In the aviation industry, flight safety is always one of the most important concerns.
As air traffic continues to increase, so does the potential risk of flight accidents, which
is a huge challenge for airlines, safety regulators, and the public. Although the rate of
accidents is relatively low, the consequences of each accident can be extremely serious,
including large-scale casualties and economic losses [3]. Therefore, improving the ef-
fectiveness of accident prevention measures, especially by identifying risks and taking
preventive measures in advance, is key to improving overall aviation safety.

With the rapid development of the modern civil aviation industry and the frequent
occurrence of various civil aviation incidents, more and more scholars have begun to
pay attention to the aviation industry. These studies cover a wide range of aspects, from
aircraft manufacturing and aircraft structure to the flight environment and the failure
hazards of aircraft [4]. Early civil aircraft were mainly produced by two major manu-
facturers, Boeing and Airbus, and the repair of these aircraft followed standardized
maintenance standards. Different engine models and models have significant differ-
ences in the occurrence of failures. Therefore, in the study of aircraft failures, in most
cases, it is a data analysis study that is customized for a specific aircraft type or equip-
ment type of a particular airline [5]. Among the many predictive technologies, AI offers
an efficient way to process and analyze large amounts of flight data. In particular, back-
propagation neural network-based methods have proven to be very effective in solving
many complex nonlinear problems [6].

2 Related Work

Compared with other industries, the research in the field of civil aviation is still a rela-
tively niche research field due to its industry specificity and the sensitivity of aircraft
equipment. Much of the research is usually limited to a specific type of aircraft engine
or component. There are relatively few cases where a comprehensive study of an air-
line's day-to-day operational failures has been studied [7]. However, it is relatively ma-
ture in the research and application of big data and neural networks. Through the rapid
processing technology of big data, the huge operation data can be quickly classified,
and the qualified sample data can be screened out as input data, which provides new
opportunities for research in the field of civil aviation [8].

Initially, the study by Yiru [9] explores the impact of aircraft pillar systems on air-
craft safety. By analyzing the multi-dimensional data of the aircraft pillar system and
conducting multiple simulated crash experiments, the research team conducted a de-
tailed analysis of the experimental data. Subsequently, researcher Wu Jiang's [10] uti-
lized the Learning vector quantization (LVQ) neural network to model and predict the
failure of aircraft shock absorbers. In this study, various parameters in the maintenance
information were comprehensively analyzed, including the service time, expiration date
and flight time of the spare parts as inputs, and the failure prediction model of LVQ
neural network was established with oil leakage as the output. The model is trained on
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historical maintenance information, and then the current maintenance information is
fed into the trained prediction model to achieve the expected prediction effect. Addi-
tionally, Zhou [11] proposed and simulated the Principal components analysis and
Back-propagation neural network (PCA-BP) model to address the challenges of prod-
uct quality prediction in modern industry.

3 Methodologies

3.1 Back-propagation Neural Network

The back-propagation neural network is a multi-layer feedforward artificial neural net-
work. The architecture consists of an input layer, one or more hidden layers, and an
output layer. The input layer receives a variety of predictors such as weather conditions,
mechanical data, pilot flight hours, and flight history. The hidden layer enables the
model to learn complex patterns from the data, and the output layer produces predic-
tions about whether a flight accident will occur. Output of each neuron is defined by ݕ
the application of the activation function to input-weighted sum shown as Equation 1.

ݕ = ݂(∑ ௜ݓ ∙ ௜ݔ + ܾே
௜ୀଵ ) (1)

Where ,௜ is the input of the neuronݔ ,௜ is the weightݓ ܾ is the bias, and ݂(∙) is the tanh
activation function. Data is collected from historical flight records, both those that have
had accidents and those that have not. This data is then normalized to ensure that all
input features contribute equally to the model training process. Normalization typically
involves scaling the data to a mean of zero and a standard deviation of one.

In forward propagation, input data moves from the input layer through hidden layers
to the output layer, with each neuron processing the data by applying weights and an
activation function. Backpropagation is used to adjust these weights and biases based
on the loss, typically measured by mean squared error as shown in Equation 2, which
quantifies the difference between predicted and actual outputs.

ܧܵܯ = ଵ
ே
∑ ௜ݕ) − ො௜)ଶேݕ
௜ୀଵ (2)

Where ො௜ is the predicted output andݕ .௜ is the actual outputݕ

3.2 Loss Function

For the output layer, we first calculate the partial derivative of the loss function for the
output of each output neuron. If the MSE and tanh activation functions are used, as-
suming that the activation function of the output layer is then the error gradient ,(ݔ)݂
for each neuron of the output layer can be expressed as following Equation 3.

௞ߜ = ௜ݕ) − (ො௜ݕ ∙ (௞ݖ)′݂ (3)

Where ௞ is the input of the output layer neuron andݖ ݂′(∙) is the derivative of the acti-
vation function. For hidden layers, the gradient depends not only on the output error of

Research on Flight Accidents Prediction based Back Propagation             681



that layer, but also on the gradient of the next layer. By the chain rule, the gradient of
the ݆ hidden layer neuron is shown as Equation 4.

௝ߜ = ∑ ௞௞ߜ௝௞ݓ ∙ (௝ݖ)′݂ (4)

Whereݓ௝௞ is the weight that connects the ݆ hidden neuron and the ݇ output neuron, and
௞ is the gradient of theߜ ݇ output neuron. Additionally, the gradient of the loss function
with respect to each weight and bias in the network is calculated using the calculus
chain rule. Adjust weights and biases to minimize losses using optimization algorithms
such as gradient descent. In each iteration, the rules for each weight ௜௝ݓ

(௡௘௪) and offset
ܾ௜
(௡௘௪) are shown in Equation 5.

௜௝ݓ
(௡௘௪) = ௜௝ݓ

(௢௟ௗ) − ߤ ௗெௌா
ௗ௪೔ೕ

ܾ௜
(௡௘௪) = ܾ௜

(௢௟ௗ) − ߤ ௗெௌா
ௗ௕೔

(5)

Where is the learning rate, a hyperparameter that controls the pace of learning. The ߤ
gradient ௗெௌா

ௗ௪೔ೕ
 and ௗெௌா

ௗ௕೔
 represents the effect of weights and biases on losses.

4 Experiments

4.1 Experimental Setups

The National Transportation Safety Board's (NTSB) Aviation Accident Database pro-
vides detailed U.S. civil aviation accident data from 1962 to the present, including de-
tailed circumstances of the accident, aircraft information, cause analysis, and casualties.
We collected data from aviation databases, including flight logs, mechanical mainte-
nance, pilot qualifications, and meteorological information. Historical flight data is typ-
ically collected from a variety of sources, including sensors on the aircraft, air traffic
management systems, weather services, and airline operational records. This data is
recorded in a flight data recorder and can include the aircraft's speed, altitude, heading,
engine status, flight control system inputs, and environmental conditions, among oth-
ers. During the pre-processing phase, incomplete, incorrect, or inconsistent data is en-
countered, which is shown in Figure 1.

Fig. 1. Illustration of used dataset.
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After rigorous data preprocessing, such as cleaning, feature selection, and normali-
zation, a BPNN model was established that included an input layer, multiple hidden
layers, and a single output layer. The model was trained and evaluated on the data di-
vided into training sets, validation sets, and test sets, focusing on metrics such as accu-
racy. Through this method, we are able to build a robust model that can effectively
predict flight accidents, which provides scientific data support for aviation safety man-
agement. Above Figure 1 shows the collected data from NTSB.

4.2 Experimental Analysis

Evaluation metrics include accuracy and confusion matrices, which are measures of the
performance of a predicted problem. Initially, accuracy is one of the most commonly
used performance metrics and measures the total number of correctly predicted (acci-
dents and non-incidents) by the model as a percentage of the total sample size. Follow-
ing Figure 2 shows the comparison of accuracy results.

Fig. 2. Comparison of Accuracy by Different Methods.

The confusion matrix provides a visual and quantitative way to understand how the
model performs on various types of predictions. It shows the intersection of actual and
predicted categories, making it possible to visually observe which categories the model
performs well and which fall short. Following Figure 3 demonstrates the confusion ma-
trix comparison results.

Fig. 3. Comparative Analysis of Confusion Matrices for Prediction Models.
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5 Conclusion

In conclusion, our study introduces a novel adversarial attack method using Generative
Adversarial Networks (GANs) to test the vulnerabilities of image classification sys-
tems. By generating adversarial samples with subtle perturbations, our method success-
fully deceives advanced classifiers while keeping the images' natural look. Addition-
ally, we discuss how models that analyze historical flight data can enhance aviation
safety by predicting and mitigating flight risks, optimizing schedules, and enabling pre-
dictive maintenance to prevent in-flight issues. For future work, we suggest exploring
advanced GAN architectures and training strategies to further improve the effectiveness
of adversarial attacks.
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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