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Abstract. Ship trajectory clustering is one of the main methods for mining ship 

feature trajectories based on AIS data. However, there are two main problems 

in trajectory clustering: First, the clustering algorithm itself has the problems of 

difficult to determine the parameters and poor noise recognition ability; second, 

the trajectory similarity metric, most of the measurements are only similarity 

metrics for the ship's position, and do not take into account the other dimen-

sional information of the ship's trajectory. In order to solve these problems, this 

paper proposes a fast adaptive density clustering method for ship trajectories, 

which integrally considers multiple attributes of ship position, heading and 

speed to construct similarity metrics between ship trajectories; introduces Sil-

houette Coefficient (SC) and Davies-Bouldin Index (DBI) The DBTCAN algo-

rithm is constructed to evaluate the comprehensive CMI index, which in turn 

realizes the adaptive selection of clustering parameters. An example study was 

conducted using AIS data of real waters, and the results show that the method 

can adaptively cluster ship trajectories to match the traffic situation of real wa-

ters. 
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1 Introduction 

With the development of navigation digitalization, the Automatic Identification Sys-

tem (AIS) has been widely used, and the AIS data contains a large number of ship 

motion characteristics [1], which is often used for traffic flow feature extraction [2], 

route planning [3] and other studies, which cannot be separated from the analysis of 

ship behavior patterns and traffic flow distribution [4]. These researches can not be 

separated from the understanding of ship behavior pattern analysis and traffic flow 

distribution characteristics, and trajectory clustering is an effective means to realize 

this kind of research. Scholars at home and abroad have conducted a series of studies 

on ship trajectory clustering, which can be divided into three categories: 

The first category is to cluster the data of individual trajectory points. The position 

of AIS data is mainly used to analyze the ship trajectory movement pattern. Yan et al 

[5] divided the ship navigation state into two states, route and docking, and extracted 

the ship's route by clustering analysis of the trajectory points of the two states, respec- 
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tively.  Xu et  al  [6]  divided the  complex waters   by  using  the  ship's  position,  speed,
and heading, and combined the three attributes to the traditional DBSCAN algorithm
for the extension, and finally proposed the extraction method of typical trajectory
using the idea of vector point representation. Clustering based on trajectory points is
the most commonly used method, but it ignores the spatio-temporal correlation be-
tween neighboring points, which is not conducive to the description of overall motion
characteristics.

The second category is clustering with the whole ship trajectory. Mou Junmin et al
[7], in order to realize the fast clustering of ship trajectories, designed a similarity
measure function based on Hausdorff distance with automatically selected scale pa-
rameters, and used a spectral clustering algorithm to cluster the ship trajectories; Zhao
et  al  [8],  in  order  to  improve  the  clustering  performance  of  the  ship  trajectory  data
characterized by the large amount of data and the distributional complexity, proposed
the DP compression-based and improved adaptive DBSCAN algorithm to extract the
ship trajectories. Adaptive DBSCAN algorithm to extract maritime traffic features.
Yang et al [9] proposed a density-based trajectory clustering of applications with
noise (DBTCAN) algorithm that can directly cluster complete ship trajectories. algo-
rithm, which will be generalized from traditional point clustering to line clustering
and carried out the research of route identification.

The third category is clustering with ship trajectory segments. Xiao Xiao [10] pro-
posed to obtain a typical motion model of a ship by clustering ship trajectory seg-
ments based on AIS data and extracting typical trajectories. Jiang Yuling et al [11]
take the speed and heading as the information metrics to divide the ship trajectory,
and use the DBSCAN algorithm to cluster the trajectory segments. Gao et al [12]
cluster the ship sub-trajectory segments  through the spectral clustering algorithm, and
identify the representative trajectories of the ship's maneuvering behavior. Liu Yu et
al [13] combined the heading and speed change rate to obtain feature points for trajec-
tory segmentation, and obtained the typical motion trajectory of the ship by DBSCAN
algorithm. Most segmentation methods of trajectory segment clustering only consider
a single index, and different segmentation criteria lead to very different clustering
results with great uncertainty.

In this paper, we first construct a multi-dimensional comprehensive similarity met-
ric, the trajectory similarity metric not only considers the position of the trajectory,
but also integrates the ship's speed and heading information, the DBTCAN algorithm
is affected by the selection of parameters to influence the final clustering effect, and
we introduce SC and DBI to construct a comprehensive clustering evaluation index
CMI to evaluate the clustering algorithm, and determine the optimal number of clus-
ters in an adaptive way.

2 Trajectory Clustering Model

DBTCAN trajectory clustering algorithm is based on the DBSCAN algorithm from
the traditional point clustering promoted to line clustering. The algorithm calculates
the similarity between trajectories through the sequence similarity metric algorithm to
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construct the ship trajectory segment clustering model can be better adapted to the
clustering of ship trajectories [14,15]. The comprehensive similarity measure that
integrates the speed and heading features on the basis of Hausdorff spatial distance is
used to measure the similarity between trajectories, and the DBTCAN algorithm is
utilized to analyze the clustering of ship trajectories.

2.1 Trajectory Similarity Metric

The similarity measure of ship trajectories is the basis for realizing the clustering of
ship trajectories. In this paper, in addition to the spatial distance between trajectories
as the similarity metric, the speed and heading difference characteristics between
trajectories are also taken into account, constituting a comprehensive similarity metric
between trajectories to quantify the similarity between trajectory segments.

Spatial. Distance.
Hausdorff distance calculates the distance between two sets of point sets and de-

scribes the degree of similarity. The larger the Hausdorff distance between two sets of
point sets, the lower the similarity. Given 2 trajectories consisting of a number of
ordered trajectory points, the Hausdorff distance between set A and set B is:
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Fig. 1. Diagram of Hausdorff distance calculation
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h(A, B) Firstly, the distance between each point ai in the point set A to the point in the
set B which is closest to this point ai is ranked, and then the maximum value of this
distance  is  taken as  the  value  of  h(A,  B),  and similarly,  h(A,  B)  is  obtained.  In  this
paper, the Hausdorff distance is used to calculate the spatial distance between ship
trajectories of different lengths as a similarity measure in spatial location. The
Hausdorff distances between trajectories of different lengths are shown in Fig. 1.

Speed and Course distance.
When a ship navigates, its speed and heading will change due to geographical con-

straints and the relevant provisions of ship traffic management systems such as the
ship routeing system. There is also a difference between the speed and heading of
upstream and downstream ships traveling on the same route[1]. Therefore, the speed
and heading characteristics are one of the important considerations, so in addition to
the spatial distance, it is necessary to compare the speed difference and heading dif-
ference between trajectory segments. In this paper, the metric of speed distance is
considered in terms of maximum speed, minimum speed and average speed com-
bined.

∋ ( ∋ ( ∋ (∋ (1 , , ,
3V max mean minD v a b v a b v a b< ∗ ∗ (4)

The course distance measure is a combination of maximum course, minimum course,
and average course, i.e:

∋ ( ∋ ( ∋ (∋ (1 , , ,
3C max mean minD c a b c a b c a b< ∗ ∗ (5)

where: ∋ (max max max( ) ( ),v a b v a v b< , is the difference value of the maximum speed

between trajectory a and trajectory b; similarly, ∋ (,meanv a b , ∋ (,minv a b , and

∋ (max ,c a b , ∋ (,meanc a b , ∋ (,minc a b  are the difference values of the average speed,
minimum speed, and the maximum heading, average heading, and minimum heading
between trajectory a and trajectory b, respectively. Combining the three distances
calculated for space, heading, and speed requires assigning different weights to these
three distances, where ,{ },d c vw w ww < . The normalized distances are summed by
assigning the corresponding weights to obtain the composite distance with the follow-
ing formula:

∋ ( ' ' ', * * *dis d d c cD a b w d w d w dµ µ< ∗ ∗ (6)

2.2 DBTCAN trajectory clustering

DBTCAN can cluster ship trajectories of different lengths. The idea is to select any
one trajectory segment in the trajectory set, and find all trajectories with similarity to
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this trajectory less than or equal to the neighborhood distance threshold through
computation: if the number of trajectories is less than the neighborhood density
threshold, the trajectory is labeled as a noise trajectory; if the number of trajectories is
greater than or equal to it, the trajectory is a core trajectory. Then judge whether the
trajectories within the neighborhood of this trajectory are core trajectories, if so, these
trajectories belong to a cluster C. Then judge the other unselected trajectories within
the set of trajectories until all the trajectories have been judged to complete the clus-
tering.

The DBTCAN algorithm uses a parameter sum to determine the threshold value for
dividing the set of high-density trajectories, and different combinations of parameters
have a large impact on the final clustering effect. To realize the adaptive determina-
tion of parameters, the key lies in determining a suitable set of candidate threshold
parameters. In this paper, using the spatial distribution characteristics of the trajectory
set itself, based on the K-average nearest neighbor (KANN) algorithm [11] and the
mathematical expectation method, respectively, to generate the input candidate pa-
rameters and sets of the DBTCAN algorithm, which are input into the DTSCAN algo-
rithm to perform the clustering analysis on the trajectory set, and the number of clus-
ter numbers can be obtained under different values of K. Then, the number of clusters
under different values of K is calculated separately, and the number of clusters under
different values of K is calculated. Then the clustering evaluation indexes SC, DBI
and CM of each clustering cluster under different K values are calculated respective-
ly, and the average score is output as the final clustering evaluation score of the clus-
tering results. Finally, the class with the highest CM clustering evaluation index score
is selected as the optimal clustering cluster.

2.3 Clustering Effectiveness Measures

Since the selection of the parameters of the DTSCAN algorithm affects the final clus-
tering effect, in order to adaptively determine the optimal clustering parameters, and
considering the practicality and objectivity of the clustering evaluation indexes, two
standard evaluation of the Silhouette Coefficient (SC) and Davies-Bouldin Index
(DBI) are combined to evaluate the performance and clustering effect of the cluster-
ing method. indexes are integrated to evaluate the performance and clustering effect
of clustering methods. Comprehensive clustering index (CMI) takes into account the
similarity of the samples within the class and the difference of the samples between
the classes, and the larger the value, the better the clustering effect is, and the CMI is
defined as follows.

1CMI SC
DBI

< ∗ (7)

3 Results and Analysis of Clustering Experiments

A set of simulated trajectory datasets is first used to experimentally analyze and vali-

δ
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date the effectiveness of the fused multi-feature trajectory similarity metric and the
adaptive DBTCAN algorithm. The simulated cross-trajectory data containing differ-
ent moving directions are used in the experiments, and the adaptive parameter algo-
rithm is used to cluster the simulated trajectory data sets respectively, and there are 10
clusters obtained with the corresponding neighborhood trajectory distance threshold
e=0.33 and the neighborhood density threshold Lmin=8 for K=25, and the more ideal
clusters are shown in Figure 2.

Fig. 2. Clustering effect of simulated trajectories

Fig. 3. Composite clustering indicator vs. K

Figures 3 and 5 show the correspondence between the K value and the clustering
evaluation index value CMI, respectively. A comparison between Fig. 2 and Fig. 4
reveals that Fig. 2 shows the integrated trajectory similarity metric proposed in this
paper that takes into account position, direction, and velocity improvements, which
can cluster and distinguish trajectories in different directions, and 10 clusters of tra-
jectory clusters in different directions are obtained. However, Fig. 4 shows the effect
of clustering using the traditional Hausdorff distance metric of trajectory similarity,
with only 7 trajectory clusters, which can be seen that only trajectories with closer
positional  distances  are  clustered  into  one  class,  and  the  direction  of  motion  of  the
trajectories is not considered. Therefore, the integrated trajectory similarity measure
constructed based on trajectory position, direction and velocity has some advantages
in distinguishing trajectories with similar positions but different directions.
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Fig. 4. Clustering effect of simulated trajectories

Fig. 5. Composite clustering indicator vs. K

Taking part of the ship AIS data in Zhoudai Bridge waters as the research object,
using the parameter adaptive determination method to analyze the ship trajectory data,
we get the relationship between the number of clustering clusters and the value of K.
See Fig.6, starting from K=73, the number of clustering clusters began to have a peri-
od of time not changing and tend to be in a stable state, until the K is greater than 86
and then change and gradually become smaller until the last tends to be stable and no
longer change. Then calculate the CMI clustering evaluation index of the clustering
results under the parameter corresponding to each K value, as shown in Figure 6, then
the K corresponding to the highest CMI score is the best K value parameter. The
overall trend of the CM clustering evaluation index is first rising and constantly fluc-
tuating, and finally tends to stabilize, and the CM clustering evaluation index scores
the highest score when K = 86, indicating that the clustering results at this time is
better, and at this time the corresponding K average nearest-neighbor distance that is,
the optimal neighborhood trajectory distance threshold, and then calculate the neigh-
borhood density threshold corresponding to this distance threshold, that is, the optimal
neighborhood density threshold.
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Fig. 6. Composite clustering indicator vs. K

Fig. 7.  Clustering effect diagram of ship trajectory

It is finally found that when the distance weight of trajectory similarity metric is set to
0.6, the distance weight of speed is 0.1, and the distance weight of heading is 0.3, the
neighborhood trajectory distance threshold of 0.23 and the neighborhood density
threshold of 6 corresponding to K=86 can obtain better experimental results, eight
trajectory clusters in different directions can be obtained, and a more ideal clustering
effect is achieved.

Zhoudai Bridge is divided into the south navigable hole, the main navigable hole
and the north navigable hole, in which the main navigable is bi-directional navigable,
as can be seen in Fig. 7 can be clustered and divided into different directions of traffic
flow. The different traffic flows analyzed by clustering can provide reference sugges-
tions for ship navigation, and can also be used as the basis for abnormal detection of
ship trajectory, if a ship trajectory is inconsistent with the direction of the existing
traffic flows analyzed by clustering, with a certain degree of deviation, it can be re-
garded as an abnormal trajectory.
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4 Conclusions

This study takes the ship trajectory in the actual waters of Zhodai Bridge as the re-
search object, and the improved trajectory similarity metric based on the trajectory
position, direction and speed can distinguish the trajectory direction compared with
the traditional Hausdorff distance, and applies the comprehensive clustering perfor-
mance index CMI to the process of trajectory clustering of DBTCAN algorithm to
determine the optimal input parameters, and the ship trajectories of the navigational
holes of the region near Zhodai Bridge are is divided into several different direction
clusters, and the results of the distinguished upstream and downstream channels all
match with the electronic chart channels, indicating that the algorithm is able to find
similar trajectories in a large number of complex ship trajectories and cluster them,
and the clustering results are consistent with the actual traffic flow situation. Ship
trajectory clustering is an important method to study ship behavior pattern, which can
provide certain reference basis for relevant departments in ship behavior monitoring,
route planning and ship routing system in the research waters.
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medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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