
Research on Safety Early Warning Technology for Road 

Sections with Poor Sight Distance based on Acoustic 

Signals 

Xiaonan Cheng, Xin Chen*, Jian Li, Jielong Song and Xiankang Tang 

School of Automation, Nanjing University of Science and Technology, Nanjing, Jiangsu, 

210094 China 

*Corresponding author’s e-mail: 1094279526@qq.com 

Abstract. In order to study the technical issues of traffic safety early warning on 

roads with poor sight distance, we first collect the sounds of vehicles running on 

the road, select representative vehicle sounds as recognition objects, pre-empha-

size the vehicle sound signals, add windows into frames, and calculate the power 

spectrum. Input the Mel filter bank to obtain the MFCC of the vehicle sound 

signal and construct a feature vector with its characteristic values; then the BP 

neural network algorithm is improved to classify and identify the vehicle signal, 

thereby achieving the purpose of vehicle identification. Experiments show that 

the accuracy of the proposed voice recognition technology reaches more than 

90%. This technology can be applied to road sections with poor sight distance to 

identify passing vehicles. 
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1 Introduction 

Transportation systems have become the basis for economic growth in all countries. 

However, in the current road traffic environment, dangerous road sections such as blind 

spots have become a major safety hazard. Complex and changeable terrain conditions 

make it difficult for drivers to predict road conditions, and unpredictable safety prob-

lems are very likely to occur. Therefore, for this type of special road section, there is 

an urgent need for a vehicle classification technology that can accurately remind driv-

ers, have low-cost sensors, can be deployed in large quantities, and issue early warnings 

to drivers in a timely manner. It is a key vehicle classification technology to improve 

road traffic safety [1]. 

In recent years, video image recognition technology has been widely used in the field 

of vehicle detection, and its significant advantages lie in the easy installation of equip-

ment, rich information acquisition and high real-time performance [2-3]. However, this 

method also faces some challenges, such as the relatively cumbersome recognition pro-

cess, and the detection effect is easily interfered by a variety of external factors, such  
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as weather and environment [4]. Comparatively, the vehicle recognition method based
on acoustic signals has gradually received attention from researchers due to its unique
advantages. This method utilizes the acoustic sensing network to collect data, and real-
izes the classification and recognition of vehicles through the comprehensive applica-
tion of acoustic classification and recognition technology. It is not limited by external
factors such as weather and environment, while it does not require real-time acquisition,
which significantly reduces the cost of signal acquisition, storage and processing.
Therefore, the vehicle classification and recognition method based on acoustic signals
has become a hot spot of current research at home and abroad. For example, a variety
of machine learning algorithms have demonstrated significant success rates in the task
of vehicle classification with acoustic signals [5]. Sharma et al [6] utilized the methods
of spectral statistics and wavelet transform to analyze the vibration signals of vehicles
in the time-frequency domain; Kandpal et al [7] combined the Fourier transform and
the time-domain waveform analysis to study the vehicle acoustic signals, and applied
the neural network for classification; Yang et al [8] used discrete spectrum analysis to
extract the features of vehicle sound signals, and proposed that in recent years, sound
recognition technology has been widely used in the field of vehicle detection, and its
significant advantage lies in the easy installation of equipment, rich information acqui-
sition and high real-time.

Applied sound detection technology has shown strong application potential in vari-
ous fields in recent years, from environmental monitoring to equipment maintenance,
and has achieved remarkable results [9]. Due to its powerful nonlinear mapping ability
and good learning performance, BP neural network has a small model and high accu-
racy. Therefore, this paper uses the improved BP neural network to identify the sound
signals of passing vehicles. By training the neural network model, it can be obtained
from Extract valuable features from sound signals and perform accurate classification
or identification.

This research aims to explore the application of traffic safety based on sound detec-
tion and BP neural network recognition technology on dangerous road sections such as
blind spots. It is expected to improve road traffic safety and protect people's lives and
property through timely and accurate early warning systems. Especially in the field of
transportation, the sound signals generated by passing vehicles contain rich infor-
mation, such as vehicle speed, vehicle type, etc. If this sound information can be effec-
tively used, it will be of far-reaching significance for improving road safety. Especially
in adverse weather conditions such as heavy rain, strong winds, storms or fog, which
cause reduced visibility and worsened road conditions, the risk of such an accident
nearly doubles. When an accident occurs in such an environment, prompt and effective
notification of approaching vehicles becomes critical. Failure to notify in time will most
likely trigger a series of chain reactions, namely a multi-vehicle collision (MVC) acci-
dent. Therefore, the research and development of safety early warning system technol-
ogy for road sections with poor sight distance based on sound detection is particularly
important. It can provide timely warning through sound detection when the sight dis-
tance is limited, thereby significantly reducing the probability and severity of accidents.
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2 Method Introduction

2.1 Extraction of Sound Signal Features

The most commonly used speech feature for sound feature extraction is the Mel Falling
Spectral Coefficient (MFCC). According to the research of human ear hearing mecha-
nism, it is found that the human ear has different hearing sensitivity to sound waves of
different frequencies. Speech signals from 200Hz to 5000Hz have a large impact on the
clarity of speech. The specific operation steps are as follows [10-12]:

(1) Preprocessing: Audio signal is a kind of short-term stability but long-term change
of complex signals. In 10-30ms, the "frame" is approximately stable, so the recognition
system is based on its short-term analysis. Before extracting the features, it is necessary
to do pre-emphasis and window frame processing. The transfer function of pre-empha-
sis is:

( ) = 1 − (1)

In Eq. (1), µ ∈ [0.9,1] and in general µ = 0.9375.
Pre-emphasis reduces the overall amplitude of the signal at the expense of enhancing

the amplitude of the high frequency components.
(2) Short-time energy: short-time energy is one of the commonly used features in

audio analysis. The short-time energy of the audio signal changes with time relatively
obviously, which can show the characteristics of audio better. The short-time energy at
the beginning of the nth frame when the window is added is defined as:

= ∑ [ ( ) ( − )]∞
∞ (2)

(3) Fast Fourier Transform (FFT): Since it is difficult to observe the signal charac-
teristics in the time domain, it is usually converted into a frequency domain energy
distribution. Different speech characteristics correspond to different energy distribu-
tions. Thus, after multiplying the Hamming window, each frame also needs to go
through the Fast Fourier Transform (FFT) to get the spectral energy distribution. The
spectrum of the speech signal after taking the mode square is the power spectrum. The
process can be expressed as:

( ) = ∑ ( ) , 0 ≤ ≤ (3)

Eq. (3) where is the input speech signal and N denotes the number of points of Fou-
rier transform.

(4) Mel Frequency Cepstrum Coefficients (MFCC): The frame signal is FFT trans-
formed to obtain the spectrum and the discrete power spectrum is computed and then
delivered to the Mel filter bank. In essence, the Mel filter bank is a series of triangular
bandpass filters, which are characterized spectrally by having many filters in the low
frequency region and fewer filters in the high frequency region. This reflects the linear
distribution characteristic over the Mel spectrum. The conversion between frequencies
and Mel frequencies is shown below:
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( ) = 700 − 1 (4)

After taking the logarithm, it is again converted to cepstrum by Discrete Cosine Trans-
form (DCT) to output the desired Mel cepstrum coefficients. Eventually, we can extract
the MFCC feature coefficients from the converted Mel cepstrum.

2.2 BP Neural Network

Artificial neural network is a mathematical model that simulates the information pro-
cessing of biological neural networks, in particular, BP neural network (error back
propagation neural network) is one of them, which adopts multi-layer feed-forward
structure and BP algorithm to adjust the weights in order to realize the nonlinear map-
ping from the input to the output. Its network structure is shown in Figure 1. The BP
algorithm is divided into the learning and training stage and the target recognition stage,
which adjusts the parameters of the network by inputting the training samples, so that
the output is close to the desired value; in the recognition phase, the network then de-
termines the class of the input signal based on the trained weights.

The original BP neural network is based on the idea of error back propagation, by
calculating the partial derivatives (i.e., gradients) corresponding to each weight, and
then updating the weights according to the principle of gradient descent. A key charac-
teristic of this method is that the update direction of the weights is completely deter-
mined by the current gradient, which only takes into account the local information and
does not utilize the parameter to update the historical information, and thus may oscil-
late or even fall into a local minimum during the training process, which makes the
training efficiency and performance of the model limited.

In contrast, the BP neural network with momentum introduces a momentum term to
improve this problem. The design idea of the momentum term is to refer to the concept
of momentum or velocity in physics, retaining the direction and magnitude of the pre-
vious weight update, so that the update of the weights is not only affected by the current
gradient, but also by the historical update. This can make the weight update smoother
and reduce the oscillations in the training process, and also overcome the gradient van-
ishing and local minimum problems to a certain extent, accelerate the convergence of
the model, and improve the performance of the model [13]-[14].

The method of dynamically adjusting the learning rate can be specifically realized
as the following steps:

(1) Initialize the learning rate: first, we set an initial learning rate value for each
weight parameter. Suppose we have n parameters, and use (0) = [ , ,⋯ ]  to
denote the initial learning rate vector.

(2) Calculate the gradient and gradient change rate: in each iteration, we not only
need to calculate the gradient of each parameter, but also need to calculate the gradient
change rate.

Assuming that ( ) = [ ( ), ( ),⋯ ( )]  is the gradient vector of the tth it-
eration, then the rate of change of the gradient r(t) can be defined as:
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( ) = | ( ) ( )|
| ( ) | (5)

where "|" denotes the second paradigm of the vector, i.e., the square root of the sum of
squares of the vector elements.

(3) Dynamically adjusting the learning rate: next, we can adjust the learning rate of
each parameter according to the rate of change of the gradient. A simple strategy is to
increase the corresponding learning rate if the gradient change rate is less than a preset
threshold  (e.g.,  = 0.01); otherwise, decrease the corresponding learning rate. This
can be expressed as:

( ) = ( − 1) ∗ (1 + ), ( ) ≺ (6)

( ) = ( ) , ( ) ≥ (7)

Where ( ) is the learning rate of the tth iteration parameter , ( ) is the gradi-
ent change rate of the tth iteration parameter , and  is a hyperparameter regulating
the change amplitude of the learning rate.

(4) Update parameters: finally, each parameter is updated using a new learning rate
vector ( ) = [ ( ), ( ),⋯ ( )] :

( ) = ( − 1)− ( ) ∗ ( ) (8)

Where ( ) = [ ( ), ( ),⋯ ( )]  is the parameter vector of the first  iter-
ation, ( ( )) denotes the conversion of the vector ( ) to a diagonal matrix.

Fig. 1. Neural network structure diagram.

3 Experiment ang Result

This experiment collected several acoustic scenarios representing the sounds produced
by vehicles traveling on the road. The sounds produced by several typical vehicles pass-
ing by the roadway were recorded: small vehicles, medium-sized vehicles, and large
vehicles. Subsequently, common noises on the road were recorded: vehicle honking,
wind, and human speech. In addition, combinations of these noises were recorded, with
100 samples of each sound, in order to better reflect the real situation. Also, to ensure
the integrity of the data and the quality of the collected recordings, recordings were
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made in wav format only when a single vehicle was passing by, with a set sampling
frequency of 44.1 kHz.

Vehicle driving sounds are complex, multiple noise sources and non-smooth signals,
whereas the Fourier transform is suitable for smooth signals. Therefore, it is common
to treat such signals as smooth for a short period of time (e.g., 10-30ms) and process
them into multiple "smooth" signals by splitting them into frames. The number of
frames depends on the frame length and the frame shift, and the frame shift is set to 1/2
the frame length to prevent signal loss, which is also part of the short-time Fourier
transform. The Hamming window is added to the audio signal, and the length of the
window function is taken as 15-30 ms. All the feature parameters are obtained after the
above steps, and in order to carry out the supervised learning, it is necessary to label
the speech signals, i.e., to give each speech sample a corresponding classification label.

Next, we will use MATLAB to use the improved BP neural network algorithm to
design a classifier for identifying three different vehicle acoustic signals. First, we col-
lected 100 sets of each type of vehicle acoustic signal and noise, for a total of 400 sets
of data. In order to ensure the generalization ability of the model, we divide the data set
into training samples and test samples, of which 70% or 280 sets of data are used as
training samples, and the remaining 30% or 120 sets of data are used as test samples.
There is no intersection.

Since the speech feature input signal has 24 dimensions, and there are 4 categories
of speech signals that need to be classified (including three vehicle sound signals and
one possible other category), we set the structure of the BP neural network to 24-25-4,
that is,  the input The layer contains 24 nodes to correspond to the dimensions of the
input features, the hidden layer contains 25 nodes to process nonlinear features, and the
output layer contains 4 nodes to correspond to 4 possible classification results.

During the training process, we use training samples to train the BP neural network.
Since there are a total of 280 sets of training samples, we ensure that these samples are
fully utilized to train the neural network. After the training is completed, we will use
the remaining 120 sets of test samples to test the trained neural network to evaluate its
classification ability.

Through the improved BP neural network algorithm, we expect to be able to accu-
rately distinguish these three different vehicle acoustic signals. Figure 2 and Table 1
list the results of two different algorithms (including traditional BP neural network and
improved BP neural network) in identifying these vehicle acoustic signals. Through
comparison, it can be seen that the improved algorithm has better classification accu-
racy. Whether there is any improvement.

Table 1. Recognition accuracy table

Type BP algorithm Improved BP algorithm
Small car 83% 91%

Mid-size car 84% 92%
Large car 76% 93

Noise 15% 10%
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Fig. 2. Original bp recognition accuracy chart and improved bp recognition accuracy chart

4 Conclusion

This study explores the application of sound recognition technology in traffic safety
early warning on waterfront and cliff sections. By collecting, processing and analyzing
vehicle sound signals, an improved BP neural network algorithm is used to achieve
high-accuracy classification and recognition of vehicle sounds (90 %above). However,
the generalization ability of sound samples and testing in actual road environments re-
quires further research and verification. Nonetheless, this research provides new per-
spectives and tools for road traffic safety warning, which has potential application
value. Future research will be dedicated to improving existing methods and exploring
more applications of sound recognition technology in vehicle identification and traffic
safety warning.
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which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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