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Abstract. This study aims to solve the challenge of hallucination in Large Lan-

guage Models (LLMs) through the implementation of Retrieval Augmented Gen-

eration (RAG). Especially the case of answering legal questions. Using Canada's 

Criminal Code as dataset, the research first converts the code to the text file for-

mat. Then segmenting the text into vectors for a vector database, and with the 

help of an Embedding Model for vector transformation. Finally, the LLM will 

play the role of search engine and provide answer. As a result, the evaluation 

using the Automated Evaluation of Retrieval Augmented Generation (RAGAS) 

method demonstrated high faithfulness of 0.9444 and answer relevancy of 

0.7488, indicating the model's factual accuracy and relevance to the posed ques-

tions. Despite the complexity of the legal questions and the initial challenge of 

understanding indirect queries, the RAG model successfully provided accurate 

and relevant answers. However, context precision and context recall were rela-

tively lower at 0.4 and 0.45, suggesting potential for improvement in the model's 

ability and the evaluation model’s possible deficiency. The study successfully 

demonstrates the potential of RAG to mitigate hallucination issues in LLMs, par-

ticularly in the legal domain. The high faithfulness and relevancy scores affirm 

the model's efficacy in providing accurate legal information, marking a signifi-

cant advancement in the application of LLMs for legal queries. Future research 

could focus on enhancing context precision and recall, or create more precise 

database to evaluate with better evaluation methods. 
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Nowadays, people live in an information explosion era in which people can access all
sorts of data to help them improve their lives, especially in the context of rapid
development of machine learning models and their applications in many fields such as
industries [1-4]. One of the most important pieces of information is legal questions.
However, responses found on the Internet vary in quality and are often unreliable.
What's more, considering the vast number of laws, even some legal professionals
struggle to recall them all. Fortunately, Large Language Models (LLMs) have
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achieved great breakthrough recently [5]. Therefore, people can ask LLMs to know
the answers to their legal problems with natural language. However, LLMs are not
perfect, in fact they often give a certain answer while it's fake or wrong. This situation
known as hallucination [6] is very misleading and harmful for the users. Yet, this
conundrum can be fixed by a method called Retrieval Augmented Generation (RAG)
[7]. RAG fixes document representations but allows context representations to update
during training to better fit the retriever for the task. Using RAG, hallucination will be
mitigated or even eliminated, so the users can get convincing answers.

Not until ChatGPT showed up did most people realize the importance of LLMs.
Hence previous research is not abundant though there are some related studies that
have been published. For instance, Antoine et al. proposed a dataset, the Long-form
Legal Question Answering (LLeQA) dataset, to train LLMs to answer legal questions
[8]. But it does not mention providing a specific LLM for answering legal questions.
Conversely, this research includes training and applying for a LLM to answer legal
questions directly. Another article by Chouhan et al. discusses the LexDrafter
framework, which aids in drafting Definitions articles for legislative documents by
utilizing RAG and existing term definitions. It aims to standardize legal definitions
across various regulations, minimize human errors, and streamline the drafting
process [9]. Although it’s more relevant to LLM using RAG to answer legal questions,
it’s still not the case. Since it focusses more on term definitions rather than specific
questions. While this work aims to deal with actual cases encountered by users. In
conclusion, there is no previous work that actually trained a LLM to provide legal
questions with reference.

This work was initiated to address the challenge of hallucination in LLMs through
the implementation of RAG. To complete this study, Canada criminal code was
chosen to be the dataset. The criminal code text originates from one of the Canada’s
government websites, namely Justice Law Website. It’s Consolidated Acts part
contains this document in HTML XML and PDF format. The criminal code in HTML
format was downloaded and then converted into TXT format. Then Embedding
Model was used to transform words into vector. Based on Milvus vector database,
LLM was trained with vectors generated by Embedding Model. Finally, LLM will
interact with people using natural language. It will precisely understand the query’s
meaning and use it to search the vector database. Achieving the aim to help normal
people and legal professionals to quickly get answers from numerous codes.

2 Method

2.1 Dataset Preparation

The source of the dataset is Canada’s Justice Law Website Criminal Code (R.S.C.,
1985, c. C-46) from which its HTML format is downloaded [10]. Then it was
converted from HTML format to TXT format after some irrelevant elements was
removed since they are interruption to the LLM and meaningless to human. Although
the PDF is also very clear, it included French text, so it wasn’t chosen because
deleting French text from it will need more time.
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The dataset was loaded then was used to segment the content of the text into
multiple sentence windows, creating nodes for each window. These nodes include the
original text content and related metadata in order to prepare for creating vector
database. Embedding Model was used to transform text into numerical vector nodes.
These vectors captured the semantic information. Hence, the vectors can be searched
by their similarity. Next, the nodes are added into vector storage and construct index,
which allows quick retrieval and search for the most related node [11]. The way to
retrieve data from the vector database is like search engine searching from the Internet.
While the search engine role is played by LLMs, which allows users to get their
answers in natural language rather than keywords. The LLM will understand the
meaning of the query and search it through vector database.

2.2 RAG

On a related note, users can use natural language to retrieve data thanks to Natural
Language Processing (NLP) and LLM. NLP refers to the field of study that focuses
on the interaction between computers and human language, how human and
computers communicate effectively using natural language. Recent advancements in
NLP have led to the development of powerful language models such as the GPT
series, including LLM such as ChatGPT. These models are pre-trained on vast
amounts of text data and have demonstrated exceptional performance in various NLP
tasks such as language translation, text summarization, and question-answering [12].
That’s why they are used to retrieve data and answer the user’s questions. RAG is the
key to let LLMs give precise answer avoiding hallucination, a research paradigm that
enhances the capabilities of LLMs by incorporating external knowledge sources.

RAG works by sourcing and integrating information from external databases to
provide comprehensive prompts for LLMs to generate well-informed answers. As the
name indicated, RAG’s framework shown in Fig. 1 comprises three main stages:
Indexing, Retrieval, and Generation. 1) Indexing: Raw data is cleaned, extracted, and
converted into plain text format. The text is segmented, encoded into vectors, and
stored in a vector database for efficient similarity searches during retrieval. 2)
Retrieval: User queries are transformed into vector representations, and similarity
scores with indexed chunks are computed. Top K chunks with the highest similarity
are retrieved for the generation stage. 3) Generation: Queries and retrieved documents
are combined to prompt a large language model for response generation. The model
can utilize inherent knowledge or restrict responses to provided documents, adapting
to task-specific criteria [13].
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Fig. 1. An intuitive example of RAG [13].

2.3 Implementation Details

The complete steps of this project are as follows. First, get an OpenAI API Key from
the OpenAI platform [14]. After that, open the advanced system properties, and click
on “environment variables”, and then add a system variable named
OPENAI_API_KEY. The value of the variable should be the API Key. The second
step involves installing Docker. Subsequently, install Milvus service and launch it.
The third step is to install Python3 via Anaconda, then install the requirements of this
project. Note that CUDA version pytorch is as it allows the embedding model to
process text and generate vectors more rapidly. Finally use python to execute cli.py
and import the law data using command build. When the processing to the data is
completed, enter the ask command to get the answer. This work introduces several
changes, enabling the LLM to provide a response even when uncertain, and to import
English law text [15].

3 Results and Discussion

Since RAG is a relatively nascent field, there are many ways to evaluate its
performance such as RAG benchmarking [16], and Automated Evaluation of
Retrieval Augmented Generation (RAGAS) [17] etc. Among these methods the most
popular one is RAGAS. Thus, the method was used to evaluate this model as shown
in Fig. 2 and indicates that faithfulness and answer relevancy is the highest of the four
standards. It indicates that faithfulness is scored at 0.9444, answer relevancy at 0.7488,
while context precision and context recall are measured at 0.4 and 0.45, respectively.
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Fig. 2. The evaluation result based on RAGAS (Photo/Picture credit : Original).

Fig. 3. Question about a football player’s tackle (Photo/Picture credit : Original).

Fig. 4. Question about parents leaving their child at home alone
(Photo/Picture credit : Original).
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Almost all the evaluate method acquire a dataset include four parts, questions,
answers, contexts and ground truth. Unfortunately, this kind of dataset was not
prepared, especially for specific law. Thus, this study has to create an original one
from some quiz about Canada criminal law [18]. So finally, 10 questions were used in
the dataset and most of them are indirect questions like Mary murdered her roommate,
Annie etc. Although these questions are complicated and some are not very suitable to
answer directly because they’re originally selected questions, the model can deal with
it well as shown in Fig 3. The question is not easy and a normal person with Canada
criminal code text is not likely to answer it easily and quick, but the RAG model
answered it well though it’s a little long. However, it still has the disadvantage of a
LLM, sometimes it can’t fully understand the question as in Fig.4. It considers that
parents leaving their child alone at home while they enjoy activities outside as
abandonment, though this is not necessarily the case.

As shown in Fig.2, the faithfulness of the model is close to 1, indicating that the
model is factually accurate and very reliable. Because the higher this index, the less it
will be affected by hallucinations. Answer relevancy shows how relevant is the
generated answer to the question. 0.7488 is quite well considering this evaluation only
used 10 samples and the questions are not very straightforward. However, the
performance of context precision and context recall is relatively low. But this should
only be taken as a reference due to the evaluation method not being perfect while law
answers can’t be so precise as other RAG models. For instance, some questions
require detailed answers to be factually correct, but the provided context might be
interpreted as noise, thus affecting the context precision and recall ratings.

4 Conclusion

In this work, a LLM solving law problems using RAG is proposed. RAG is used to
overcome hallucination and provide reference. The model was trained with Canada
criminal code text as its data. Finally, an evaluation dataset was created and used to
start a RAGAS evaluation, which indicates that the LLM’s hallucination problem is
basically solved, and answers are quite relevant to the questions. However, some
questions still need to be solved, such as instances where the LLM fails to understand
the user's questions and the fact that the evaluation dataset is neither standardized nor
sufficiently large. Furthermore, the study is not using a graphics platform so that the
users can’t use it easily. Therefore, it is hoped that in the future the model will be
implemented on a graphical platform with a broader range of laws to assist legal
professionals and the general public in their work and daily lives. Meanwhile, efforts
should be made to create or find a standardized dataset and method more suitable to
evaluate and enhance its performance.
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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