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Abstract. Currently, machine learning is widely used to predict the winning rate 

of various games. As one of the most popular games among young people, 

predicting League of Legends is significant for both the players and the game. In 

order to identify the factors that affect game results, and predict the wining rate 

of each team, this study introduced Particle Swarm Optimization method to the 

Random Forest algorithm. This method is named PSO-Random Forest algorithm, 

which allows automatic and precise parameters optimizing. Besides, five other 

algorithms were deployed in the experiment as the baseline. For the prediction of 

the wining rate, experiment shows that the proposed method is effective. PSO-

Random Forest algorithm achieved the highest accuracy, reached an accuracy of 

0.7479, exceeding other baseline algorithms. This study revealed the main factor 

that affects the wining of game LOL and introduced PSO method to Random 

Forest algorithm to find the optimal parameters. 
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1 Introduction 

Nowadays, deep learning technology is widely applied in the fields of data mining and 

analysis, helping people extract helpful information and knowledge from massive data. 

For the area of video games, this area is one of the domains with huge data amount. It 

is possible to train an efficient win-rate prediction model by introducing data mining 

into the wining rate prediction. Traditional game AI generally refers to non-player-

controlled characters (NPCs) in games, those characters can only act as the preset way. 

In the modern gaming industry, AI is no longer the pre-programmed NPC; they can 

now learn the previous dataset of the game and act with intelligence. However, due to 

the complexity of the games, and the dynamic real-time changes of the battle situation, 

making research on games is more complex, thus predicting winners has become a 

highly relevant topic in artificial intelligence research. 
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While the MOBA (multiplayer online battle arena) games began to popular in the
last decade, much effort has been put upon the wining rate prediction of it.
Researchers have released much work to the AI for games to better fit players'
entertainment needs. For instance, S. M. Lucas [1] introduced an interchangeable
actuator model for the automated game AI tuning in game Planet Wars. R. De
Schaetzen and A. Sestini [2] introduced an efficient path-following solution using
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quadratic Bézier curves to estimate the path curvature for ground vehicles controlled
by game AI. Ye et al [3] used a supervised learning model achieved the human-level
performance of game AI. P. Tian [4] divided heroes into different group with each
hero's feature, combined with reinforce learning to form a hero-featured model for the
wining rate predict of game honor of kings. Y. Li [5] introduced an algorithm based
on decision tree algorithm named ID3. Their model can adapt to the player's operation
automatically. Y. Takano [6] combined hybrid reward architecture with the gaming
AI.

This study summarizes the work of previous researchers and analyses a dataset on
the wining rate of game League of Legends. Proposed PSO-Random Forest algorithm,
and reveals what factor affects the wining rate most by comparing the result with
different models for wining rate prediction.

2 Dataset and Method

2.1 Data And Processing

As dataset is the core of game review and wining rate prediction, this study chooses
only high rank games among the recorded games
(https://www.kaggle.com/datasets/bobbyscience/league-of-legends-diamond-ranked-
games-10-min). This article is based on Kaggle's publicly available League of
Legends (LOL) game data. In the game "League of Legends," players embody
"champions" endowed with distinctive powers, engaging in combat with a squad of
adversaries controlled either by fellow players. Players attempt to destroy the enemy's
base for the final victory [7-8].

The involved dataset contains the basic numeral record of 9880 games (solo queue)
from high ELO (diamond I to master) in game LOL. To examine the balance of the
dataset, this study counted wins per side and shows the result in Fig. 1. It is clear that
the dataset is well balanced.

Fig. 1. Schematic diagram of wins per side.(Photo/Picture credit : Original )
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2.2 PSO-Random Forest Algorithm

Particle Swarm Optimization (PSO) is a method based on the observation of ani-mal
clusters, utilizing the sharing of information among individuals in the animal group,
the movement of the entire group undergoes an evolutionary process from disorder to
order in the problem-solving space, thereby obtaining the optimal solution.

The phenomenon of the prediction accuracy of the random forest algorithm
changing with the variation of parameters is very obvious. Incorrect parameters
setting may result in a decrease of more than 10% in accuracy. In order to find the
optimal parameters, this study introduced PSO method to Random Forest algorithm.
Using PSO optimization, parameters in the random forest model, including
n_estimators(the number of trees) and max_depth(the maximum depth of each
decision tree) can be iterated to find the set of values that make the prediction
accuracy the highest. Based on this optimization, the classical Random Forest
algorithm is improved and called PSO-Random Forest algorithm. This algorithm can
automatically determine the optimal values of the parameters through PSO method
and prevent overfitting [9-10].

In this theory, all the regression machine learning or deep learning models can be
used for predicting the game result. This study selected Deep Neural Network, K
Nearest Neighbors, Random Forest, Logistic Regression and Naive Bayes algorithm
as the baseline algorithms [11].

2.3 Methodology

This section introduced the methodology and the related algorithms we used, as well
as our way of dealing with the issue in detail. We assembled our selected data of
different algorithms. Using computer simulation, we acquired the performance of
different machine learning models on this issue [12-14]. Fig. 2 below shows the
procedure we took for the simulation on each model

To test the accuracy of wining-rate predict of PSO-Random Forest algorithm, we
compared the performance of different m algorithms. All the algorithms mentioned
bellow can achieve the predicting function, but because of the nonlinear model,
different algorithm resulted in different performance [15].
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Fig.2. Proposed system flow of wining rate prediction(Photo/Picture credit : Original )

The following part is a brief introduction of the baseline algorithms this study used.
Deep Neural Network is a multi-layer network with massive neural cells in each

layer (Fig.3). Deep neural networks can achieve specific advantages by simulating the
process in which biological neurons receive signals and process them with the
strength of the signal and make response. When processing huge data input DNN
model's performance would not reach a limit like older algorithms.

Fig.3. Schematic diagram of common Deep neural networks(Photo/Picture credit : Original )

K Nearest Neighbors, refers to a network whose cells use their closest K neighbor-
ing values to represent itself. Here K refers to the top k most similar data in the
sample dataset. In a binary classification problem, to determine which category a
sample belongs to, this algorithm examines the sample's K closest sample points and
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calculates which category's value is higher. And the higher one is that sample's
classification.

The Random Forest algorithm evolved from the decision tree algorithm, which
constructs multiple decision trees by randomly sampling data and features. This
algorithm effectively reduced prediction errors and improved the accuracy of
classifiers. For each training set, the algorithm constructs a decision tree, randomly
extracts a portion of the features during splitting, finds the optimal solution among the
extract-ed features, applies it to nodes, and then performs splitting.

Logistic Regression is a method of using sample data to obtain a logical model and
applying it to classify new data. By using a logistic regression model, the output
results are compressed into an S-shaped curve of 0-1, representing the probability of a
positive sample. If a sample's probability is higher than 50% it will be classified as 1,
otherwise it will be classified to 0.

Naive Bayes model uses the Bayesian formula to predict the sample's
classification. This algorithm first calculates the prior probabilities with labels in the
training set and then calculates the conditional probabilities of each feature separately.

To test the models, this paper use the accuracy of test set, precision, recall and f1-
score to judge the model. Table 1 shows the definitions of the error metrics the study
used.

Table 1.Metrics and definytions

Metrics Definition
Accuracy Correct predicts among all predicts

Precision
Positive samples correctly predicted /
Total number of samples predicted positive

Recall
The proportion of correctly determined positive
instances to the total positive instances

F1-score Weighted harmonic average of precision and recall

3 Result and Analyze

Firstly, this study examined the correlations of the data features. As there's total 39
features, to simplify the learning process and make the result more precise, this study
dropped some of them with weak correlation ship with the result.
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Fig. 4. correlation of each feature(Photo/Picture credit : Original )

Fig. 4 shows the correlation between features and the blue team's victory.
According to Fig. 4, the most relevant features that lead to the wining of blue team are
concluded as table 2.

Table 2. Features correlate with blue wins

Statistics Index Correlation
blueGoldDiff 0.51
redGoldDiff 0.51
blueExperienceDiff 0.49
redExperienceDiff 0.49
blueGoldPerMin 0.41
redGoldPerMin 0.42

To improve computational efficiency and reduce noise, this study selected the most
impactful features from the dataset. We introduced XGBoost model into our study,
using variance analysis to measure the extent of correlation between features and
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target variables. Fig. 5 shows the result of inputting our dataset into XGBoost model.
It is clear that the blue team's gold difference affects the blue team's wining rate the
most. As our label data is the blue team's wining rate, red team's gold difference only
has much less effect on the result.

Fig.5. XGB Feature Importance Result(Photo/Picture credit : Original )

After figuring out the importance of features, we dropped out all the features that
have little correlation or low in feature importance with the label column--blueWins.

Using the method described in Chapter 2 for simulation, the results of different
algorithms were obtained, as shown in Table 3.

Table 3. Simulation results

Metrics DNN
Logistic

Regression
Random
Forest

KNN Naive Bayes
PSO-

Random
Forest

Accuracy 0.727 0.740 0.747 0.679 0.732 0.751

precisi
on

0 0.75 0.74 0.74 0.68 0.73 0.76

1 0.71 0.74 0.75 0.68 0.73 0.76

recall
0 0.69 0.74 0.76 0.68 0.74 0.77

1 0.77 0.74 0.74 0.68 0.73 0.74

f1-
score

0 0.72 0.74 0.75 0.68 0.73 0.76

1 0.74 0.74 0.74 0.68 0.73 0.77
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From the discussion and simulation above, this study found that the PSO-Random
Forest algorithm fits the game most. The outcome yielded the highest accuracy of
0.751, along with nearly the highest precision, recall, and f1-score. Accuracy is the
main factors determining the superiority or inferiority of algorithms, and other
evaluating indicators including precision, recall, and f1-score, reveals the accuracy of
algorithms from different perspectives. Thus, the experiment result could easily lead
us to the concussion that the algorithm this paper introduced has a better performance
compared to the baseline algorithms. On the contact, other models achieved the
accuracy range from 0.679 to 0.747, lower than PSO-Random Forest algorithm.

4 Conclusion

This study proposes a new algorithm called PSO-Random Forest algorithm, and
compared its performance with different baseline algorithms through experiment.

The playing conditions are fair between the two teams. The blue side benefits from
more golds and kills and the red side benefits from more neutral objectives and
experience. From the result, it is clear that the more gold a team has, the more items
they can buy, the easier they win the game. The analysis reveals a significant impact
of in-game gold differences on win rates, which is of great significance for
understanding game dynamics and formulating strategies. Also, the fast pace and the
high randomness of the game means that statistics like gold difference or kills do not
determine the final victory. It is the charming place of the game, and also the reason
why we can't reach higher predicting accuracy.

Traditional random forest algorithm has some shortcomings in parameter selection
and automatic tuning, which may lead to poor model training results. Deciding the
parameters could be a hard task when optimizing the algorithm. Introducing PSO
optimization method could figure out the fitness parameters, avoid such drawbacks
and improve the prediction performance, generalization ability and computational
efficiency of the model.

This work is mainly limited by the dataset. On the one hand, by collecting more
data, the result may change for DNN model performs better when there is more data
input. For another, our dataset does not include the information of the heroes each
team chose. In the game, there is usually a counterbalance relationship between
different hero characters. This means that some heroes have an advantage over others,
while being at a disadvantage against others.

In the future work, the study can collect more data and form a more systematic
about game LOL's wining rate predict. With the continuous advancement of
technology and the increasing richness of data, the PSO Random Forest algorithm
will play a greater role in the field of game AI, providing players with deeper insights
and valuable feedback for game developers..
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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