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Abstract. Hyperparameter optimization in semi-supervised learning (SSL) models for 

sentiment analysis is the process of adjusting the machine learning model's parameters to 

enhance the performance of the SSL system. Hyperparameter tuning aims to maximize the 

accuracy, precision, recall, and F1-Score of each machine learning component in the SSL 

model. The SSL model subjected to hyperparameter tuning is an outcome of previous 

research specifically designed for the automatic annotation process in sentiment analysis. 

This paper aims to enhance the performance of machine learning within the SSL model, 

which includes the Support Vector Machine (SVM) algorithm and Random Forest 

classifier. The parameter in the Random Forest classifier is the number of trees 

(estimators). For the SVM method, the parameter in question is the value of 'C.' The 

hyperparameter testing employed the Random Search method. The dataset used consists 

of customer comments from a marketplace. The final result is hyperparameter tuning has 

succeeded in improving the sentiment annotation processing capabilities of SSL on the 

marketplace dataset. Improving the performance of sentiment annotation can be done by 

adjusting the C parameter in the SVM method and the number of estimator parameters in 

the Random Forest (RF) Classifier. 
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1   Introduction 

Hyperparameter optimization in semi-supervised sentiment analysis models is the process 

of adjusting parameters that cannot be learned by the model independently (referred to as 

hyperparameters) to enhance the model's performance in identifying or analyzing sentiment with 

only a small portion of labeled data. This is a critical stage in the development of effective 

machine-learning models. Hyperparameter tuning aims to achieve better performance in hate 

speech analysis tasks by maximizing accuracy, precision, recall, or other relevant evaluation 

metrics. The model was subjected to hyperparameter tuning results from previous research 

specifically designed for the automatic annotation process in sentiment analysis using semi-

supervised learning. 

Sentiment annotations typically involve an expert who categorizes documents into two 

polarities: positive and negative[1]–[9]. Automated annotation utilizes minimal training data to  

https://doi.org/10.2991/978-2-38476-247-7_18

© The Author(s) 2024
B. Sobirov et al. (eds.), Proceedings of the 2nd International Conference on Advanced Research in Social and
Economic Science (ICARSE 2023), Advances in Social Science, Education and Humanities Research 842,

mailto:nur.hericahyana@upnyk.ac.id1
https://doi.org/10.2991/978-2-38476-247-7_18
http://crossmark.crossref.org/dialog/?doi=10.2991/978-2-38476-247-7_18&domain=pdf


construct the model, generating automatic annotations for all datasets used in the study. Semi-

supervised text annotations typically utilize a sentiment lexicon to manually label and refine a 

sample of annotated data by the annotator. Consequently, this process is time- consuming[10]. 

Semi-supervised learning has been developed for automatic annotation [10], sentiment, and 

emotion analysis [11]. One well-known SSL model is the AraSenCorpus framework. 

AraSenCorpus can annotate Arabic text corpus using FastText and Long-Short Term Memory 

(LSTM) neural network learning approaches based on unlabeled Twitter data, reducing the need 

for manual annotation efforts. AraSenCorpus can identify sentiment analysis with two polarities 

(negative and positive) or three polarities (positive, neutral, and negative)[10]. his framework 

can improve sentiment classification accuracy by more than 7% compared to the manual 

process. However, the framework does not specify the type of classifier and vectorizer used and 

does not incorporate hyperparameter tuning. 

Several studies also apply semi-supervised text annotation in English documents, as seen 

in[11]. Annotations are done using various machine learning approaches, combining supervised 

and unsupervised methods. Three experts perform initial data annotation. The annotation 

process, sentiment analysis, and emotion analysis involve several machine learning techniques 

such as SVM, Random Forest (RF), and Naïve Bayes (NB)[11]. While this method can analyze 

sentiment and emotion concurrently, the average accuracy of emotion classification is notably 

low. However, this research does not include hyperparameter tuning. Other studies have used 

Twitter datasets, including LSTM, SVM, and convolutional neural networks (CNN), to annotate 

the Saudi dialect [18]. However, this research does not incorporate hyperparameter tuning, 

resulting in low classifier performance for SVM across all thresholds. Therefore, we propose 

enhancements by employing hyperparameter tuning in semi-supervised learning for sentiment 

annotation using the SVM and Random Forest methods combined with TF-IDF to address the 

low-performance issues in the annotation process. 

This research will further discuss several points: the method of annotation and sentiment 

analysis using semi-supervised learning described in Section 2. Next, Section 3 presents the 

results and discussion of the automatic annotation process and sentiment detection. Finally, we 

summarize and conclude the research conducted in Section 4 

2   Research Methods 

 

2.1   Hyperparameter tuning strategy 

 

This study implements hyperparameter tuning in semi-supervised learning to conduct the 

sentiment annotation process on a marketplace dataset. The annotation process is performed to 

interpret words by labeling the data. Two machine learning models, Random Forest and SVM, 

will be subjected to hyperparameter tuning. In the case of SVM, this study tunes the C value. In 

the case of Random Forest, this study adjusts the number of decision trees (estimators). The 

hyperparameter tuning process utilizes the random search method. The random search method 

was selected due to its efficiency and favorable results. Therefore, this study implements the 

RandomizedSearchCV method from Scikit-Learn. The annotations in this study involve over 

25,000 data, with a 20:80 split between training and test data, using a threshold value of 0.5. 

This annotation process will process text from the dataset by scraping marketplace comments. 

The steps involved in annotating sentiment are illustrated in Figure 1. 
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The initial step entails ingesting a dataset divided into two categories: labeled data and 

unlabeled data. Labeled data comprises information annotated by experts and is employed for 

training in this annotation process. The labeled data is further divided into Data Training and 

Data Testing subsets. Data Training, Data Testing, and the Unlabeled data are preprocessed to 

standardize the text for feature extraction using the Term Frequency-Inverse Document 

Frequency (TF-IDF) method. 

The results of TF-IDF feature extraction are utilized for training the SVM and Random 

Forest methods, constituting a meta-learning model for the automatic annotation process. The 

SVM and Random Forest models undergo hyperparameter tuning before annotating unlabeled 

documents. The baseline condition refers to a scenario in which the models, following 

hyperparameter tuning, are used to evaluate labeled training data by experts. The final state is 

one in which the models, having undergone hyperparameter tuning, are employed to assess 

labeled training data by experts and data that the machine has already annotated. 

 

 
 

Fig. 1. Hyperparameter Tuning on semi-supervised sentiment annotation (SSL) 

model. 

The automatic annotation results become a follow-up process to check datasets that have 

not been annotated. This process predicts the label based on a combination of vectorization and 

Hyperparameter Optimization of Semi-Supervised Sentiment Annotation Model             163



machine learning, with the expected value determining its accuracy and F1-Score. The labeling 

process determines the label using a voting process by calculating the weight value from 

machine learning performance, both for the positive and negative polarity. If the polarity score 

has a value that exceeds the threshold (0.5), then the dataset and its annotations are sent to the 

training data. However, if not, the data will go through the following process. The process cycle 

lasts ten rounds. If it exceeds the process, the remaining unlabeled dataset is manually annotated 

and combined with the training data. 

 

2.2   Marketplace dataset 

 

In this study, we used marketplace opinions datasets from social media containing 25000 

opinions about market transactions. Marketplace is a dataset for binary sentiment classification 

with positive and negative labels. Marketplace datasets need to be analyzed consisting of words, 

numbers, and special symbols. Some processes for structuring the data go through several 

stages, such as tokenizing, converting to a small case, removing a number, removing stop words, 

removing all non-alphabetic characters and punctuation, and stemming. 

Text in the dataset is unstructured data, so it is recommended to do preprocessing [12] to 

get optimal and more structured results [13]. This preprocessing can reduce unnecessarily 

duplicated, irrelevant, and noisy data [14]. This stage is carried out before the feature extraction 

and classification process. 

 

2.3   Feature extraction (TF-IDF) 

 

The result of preprocessing is the standard text used in feature extraction. This feature 

extraction aims to convert the input data into a meaningful feature [15]. This research uses TF- 

IDF and Word2Vec feature extraction. TF-IDF was carried out to perform word weighting, 

which gave different weights [16] for each term in the document based on the frequency per 

document and all documents [17]. TF-IDF perform well which is applied in this study [13]. 

 

2.4   SVM classifier 

 

The results of the feature extraction of each method will be classified using the SVM 

Classifier method. This method applies linear classifiers and non-linear cases to find the best 

hyperplane in the classification [18], [19]. This method also refers to statistical learning methods 

with accuracy values depending on specific functions and parameters[20]. The detection process 

in this study uses the calculated TF-IDF for each feature parameter. These parameters are input 

to the SVM classifier’s training and testing process. 

SVM is often used in text classification methods because of its superior performance [21] 

and sentiment detection [22]. SVM is the most popular classification method, with superior 

performance in inserting the dimensions of the input feature space [23]. This method aims to 

find the most suitable classification function to distinguish between members of the two classes 

in the training data [24]. In addition, this method will separate data points and evaluate each 

category of data points into a hyperplane, as well as maximize the margin between support 

vectors because separating all classes is required [22]. 

 

2.5   Random forest 

 

Random Forest (RF) is the development of a Decision Tree. Random Forest builds many 
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trees in the same steps as a Decision Tree. Random Forest reduces the risk of overfitting by 

introducing randomness by building multiple trees, bootstrapping, and splitting nodes using the 

best split among a random subset of features selected at every node. An example of the process 

of making many trees is in Figure 2.9. Each tree provides the results of classification. The final 

classification is the most classes produced from these trees (majority class) [25]. 

3   Results and Discussion 

In this section, we present the results and discussion into 4 parts: dataset crawling, 

simulation of the annotation process using Python, and classification results. Each section 

describes the process, results, and discussions based on the experiments that have been carried 

out. 

 

3.1   Crawling datasets and scenarios 

 

The dataset was obtained by crawling commentary data from a marketplace, which covered 

various topics such as marketplace service, product quality, customer satisfaction, and after-

sales service. A total of 25,000 comments were collected for use in the study. The crawling 

process was performed directly by extracting customer comments from the marketplace using 

Python programming. Out of the obtained data, 20% (5,000 data points) were subjected to 

annotation. The annotation process involved classifying comments into two categories: positive 

and negative. The initial manually annotated data was employed for both training and testing, 

following a 20:80 split. The modeling process used a threshold value of 0.5 to determine the 

assigned annotations. 

 

3.2   SSL hyperparameter simulation results using python 

 

The annotation process commenced with a review of the 5,000 datasets that had been 

expertly labeled as either positive or negative. The annotated dataset, created by expert 

annotators, was partitioned into two subsets: training data and testing data, in an 80:20 ratio. 

This partitioning utilized the stratified sampling technique to maintain proportional 

representation of each data class within the ratio. Consequently, 4,000 records were designated 

for the training data, while 1,000 records were allocated to the testing data. Subsequently, the 

annotation process continued by processing an additional 20,000 unlabeled datasets. 

 

3.2.1   Iteration 1 

 

 

3.2.1.1   Hyperparameter in Iteration  

 

The subsequent step involves configuring the hyperparameters for each machine learning 

component used within the model. The hyperparameters for SVM and Random Forest are 

determined using the training data that has undergone the TF-IDF vectorization processes. The 

hyperparameter tuning process employs the Random Search method. The outcomes of the 

hyperparameter tuning process for all initial-stage machine learning components are presented 

in Table 1. 
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Table 1.  SSL model hyperparameter result for baseline and iteration 1 

 Without 
Hyperparameter 
Tuning 

With Hyperparameter Tuning 

Machine 
Learning 

Accuracy F1-Score Best Parameter Accuracy F1- 
Score 

Random Forest 0.795 0.803 Estimators: 100 0.803 0.823 

SVM 0.818 0.822 C: 4.28 0.837 0.847 

 

3.2.1.2   Baseline condition 

 

The subsequent step involves calculating the performance of the model under baseline 

conditions. Performance is measured by annotating the testing data and subsequently compari 

ng the actual labels with the predicted labels. The baseline process demonstrates that the mode 

l annotates the testing data. These performance metrics will serve as a reference for evaluating 

the performance of the SSL-Model in annotating unannotated datasets. Based on Table 1 abov 

e, it can be seen that at the baseline stage, SSL performance has increased in all measurement 

metrics, both Accuracy and F1-Score after going through the hyperparameter tuning process. I 

mprovements have also been experienced in all types of machine learning. 

 

3.2.1.3   Annotation in Iteration 1 

 

The next step involves the annotation process of unlabelled data using the SSL-Model. The 

conditions of the training data and unlabelled dataset prior to the annotation process are as 

follows : 

The Number of Annotated Dataset   (record) :   

4000 The Number of Unannotated Dataset 

(record) : 20000 The Number of Total Dataset 

(record) : 24000 

 

The conditions of the dataset after the annotation process are as follows: 

 
The Number of Annotated Dataset

 (record

) : 19385 The Number of Unannotated Dataset

 (record

) : 4615 The Number of Total Dataset

 (record

) : 24000 

 

From a total of 20000 unlabeled data, successful labeling has been achieved for a count of 

15385 data. The annotation process leaves 4615 unlabeled data remaining. The total number of 

labeled data (by experts and the machine) eventually reaches 19385 data. Hence, the annotation 

process continues into Iteration 2, utilizing the training data consisting of the 19385 documents. 
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3.2.2   IIteration 2 

 

 
3.2.2.1   Hyperparameter in Iteration 2 
 

The subsequent step involves configuring the hyperparameters for each machine learning 
component used within the SSL-Model for the second iteration. The hyperparameters for all 
machine learning components are determined using the updated training data, which has been 
reprocessed using TF-IDF vectorization. The hyperparameter tuning process continues to 
employ the Random Search method. The outcomes of the hyperparameter tuning process for the 
second iteration are provided in Table 2. 

Table 2.  SSL-model hyperparameter result in 2nd iteration. 

 Without 
Hyperpa
rameter 
Tuning 

With Hyperparameter Tuning 

Machine Learning Accuracy F1-Score Best Parameter Accuracy F1-Score 

Random Forest 0.835 0.857 Estimators: 110 0.859 0.862 

SVM 0.885 0.924 C: 78.475 0.938 0.942 

 

Based on Table 2 above, it can be seen that at the baseline stage, SSL performance has 

increased in all measurement metrics, both Accuracy and F1-Score after going through the hy 

perparameter tuning process. Improvements have also been experienced in all types of machin 

e learning. 

 
3.2.2.2   Annotation in Iteration 2 

 

The subsequent step involves the annotation process of remaining unlabelled data from the 

previous iteration using the SSL-Model. The conditions of the data before the annotation process 

in the second iteration are as follows: 

 
The Number of Annotated Dataset     (record) : 

19385 The Number of UnAnnotated Dataset   

(record) :   4615 The Number of Total Dataset

 (record

) : 24000 

 

The conditions of the dataset after the annotation process are as follows: 

 
The Number of Annotated Dataset     (record) : 

24000 The Number of UnAnnotated Dataset     

(record) : 0 

The Number of Total Dataset (record) : 24000 
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Based on the results above, all unlabelled datasets have been successfully labeled. 

Therefore, the annotation process is concluded, and the validation of the annotation outcomes 

will be pursued. 

 
3.2.2.2   Validation of annotation result 

 

The next step involves validating the annotation outcomes. The validation process is carried 

out by utilizing all labeled training data (24000 records) to create the SSL-Model and 

subsequently applying it to label the testing data. When compared to the baseline, the results are 

as presented in Table 3. 

Table 3.  Comparison of baseline performance with final performance 

Performance Without 
Hyperparameter Tuning 

With Hyperparameter 
Tuning 

Baseline Final Baseline Final 

F1-Score 0.823 0.819 0.828 0.842 

Precision 0.821 0.813 0.838 0.842 

Recall 0.814 0.835 0.826 0.845 

Accuracy 0.813 0.807 0.824 0.825 

 

Table 3 indicates a slight performance increase between the baseline and final conditions. 

This is likely due to the quality of labeling by the SSL-Model formed using training data and 

pseudo-labels, which is not as accurate as the labeling by the SSL-Model trained with data that 

had been expert-labeled. This research acknowledges that such a phenomenon is reasonable if 

the performance drop is not substantial, ensuring that the labeling quality remains satisfactory. 

The annotation outcomes by the SSL-Model result in a dataset with labels indicating fanatic and 

non-fanatic, as shown in Figure 2. 

 

Fig. 1. Result of fanaticism annotation by SSL model 

4    Conclusions 

Hyperparameter tuning has succeeded in improving the sentiment annotation processing 

capabilities of SSL on the marketplace dataset. The performance of sentiment annotation can be 

improved by adjusting the C parameter in the SVM method and the number of estimator 

parameters in the Random Forest (RF) Classifier. Hyperparameter tuning in SVM and RF is 

recommended because it provides more accurate results in the validation mode process. The 
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best accuracy of the two machine learning is found in the SVM model. In the future, it is 

necessary to improve the optimization of the SSL annotation and validation process using other 

machine learning methods, such as CNN or LSTM. 
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