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Abstract. With the advancement of large language models like ChatGPT, har-

nessing these technologies for fostering innovation and research & development 

(R&D) has emerged as an important exploratory practice for enterprises. This 

paper offers an in-depth analysis of the extensive applications of large language 

models within the sphere of corporate innovation and R&D, highlighting their 

remarkable capabilities in facilitating knowledge acquisition, enhancing emo-

tional comprehension, generating creative ideas, and boosting the efficiency of 

R&D teams. Additionally, the paper discusses certain limitations associated with 

large language models, including challenges in assessing the reliability of gener-

ated content and a deficiency in domain-specific knowledge. Building on these 

insights, we advocate for enterprises to adopt a hybrid approach, integrating hu-

man expertise with large language models to maximize the collaborative benefits. 

Through comprehensive analysis and discussion, this paper aims to provide sub-

stantial guidance and reference for effectively applying large language models in 

innovative R&D, which makes it a valuable experience for enterprises exploring 

this cutting-edge domain. 

Keywords: large language models, corporate research and development, Trans-

former, ChatGPT 

1 Introduction 

With the development of the times, the enhancement of hardware computational capa-

bilities coupled with the evolution of deep learning methodologies has catalyzed the 

comprehensive and robust growth of large-scale artificial intelligence (AI) models, 

such as ChatGPT. These developments are not merely academic; they have revitalized 

multiple industries, fostering the emergence of innovative applications across diverse 

fields. Central to this revolution are large language models (LLMs) that, by learning 

from vast expanses of textual data, have mastered the art of semantic understanding and 

text generation [1]. Their excellent performance in complex tasks—ranging from read-

ing comprehension and text summarization to sentiment analysis and conversational 

generation—marks a significant milestone in AI research. Through the development of  

  
© The Author(s) 2024
H. Cheng et al. (eds.), Proceedings of the 2024 4th International Conference on Enterprise Management and
Economic Development (ICEMED 2024), Advances in Economics, Business and Management Research 295,
https://doi.org/10.2991/978-94-6463-506-5_43

https://doi.org/10.2991/978-94-6463-506-5_43
http://crossmark.crossref.org/dialog/?doi=10.2991/978-94-6463-506-5_43&domain=pdf


the Industrial 4.0 era, the landscape of innovative research and development (R&D) for 
enterprises is witnessing a significant shift [2]. In this transformative period, the inte-
gration of LLMs into the product development lifecycle is being increasingly recog-
nized as a potent solution for enhancing R&D efficiency [3]. These models' ability to 
sift through and make sense of vast quantities of unstructured textual data, to accurately 
grasp contextual information, and to swiftly generate innovative ideas, presents an in-
valuable tool at various phases of the product development process. 

Despite their promising potential, LLMs are still a relatively new concept, particu-
larly in the realm of product R&D, where their application requires further exploration. 
This paper aims to explore the implications of integrating LLMs into the product de-
velopment process. It seeks to highlight the valuable opportunities and significant ad-
vantages that LLMs offer to enterprises, while also addressing the considerable limita-
tions they face. Additionally, this paper will provide a detailed analysis and discussion 
on the appropriate role and positioning of LLMs within the R&D sector. 

2 Technical Principles of LLMs 

Large language models primarily involve expansive neural network architectures that 
are mainly trained on extensive textual datasets, typically containing billions of param-
eters. These sophisticated models undergo training on vast volumes of unlabeled text 
utilizing self-supervised or semi-supervised learning techniques, thereby endowing 
them with a form of general intelligence. Consequently, they exhibit proficiency in ex-
ecuting a vast of natural language processing tasks, showcasing remarkable versatility 
and depth in understanding and generating human language. 

In the realm of large language models, the GPT series released by OpenAI stands 
out prominently. Initiated in mid-2018, OpenAI has unveiled a range of large language 
models from GPT-1 through to GPT-4. Among these, the ChatGPT application, rooted 
in these developments, has attracted considerable attention since its introduction. Pro-
gressing from GPT-1 to GPT-4, there has been a systematic expansion in the scale of 
the training data, a substantial increase in the number of parameters, and an enhance-
ment in the supported input and output lengths [4], as shown in Figure 1(a). These ad-
vancements have markedly augmented the models' proficiency in text generation, rea-
soning, and man-machine conversation. Notably, GPT-3 was trained on an extensive 
corpus amounting to 45TB of text data and has learned 175 billion weight parameters 
from it. ChatGPT, leveraging the GPT-3.5 framework, incorporates reinforcement 
learning from human feedback, refining the model's outputs to align with human ex-
pectations more closely. Surpassing its predecessor, GPT-4 offers enhanced respon-
siveness and accuracy, and it can accommodate significantly larger inputs, up to 32,768 
tokens. Moreover, GPT-4 extends support to multimodal data, including images, which 
broadens its reasoning and generative abilities. According to statements from OpenAI, 
there is an ongoing development of GPT-5, which aims to approach the threshold of 
human intelligence [5]. In addition to OpenAI's contributions, other notable models in 
the world include Google's Gemini, Anthropic's Claude, and Facebook's RoBERTa. In 
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China, significant advancements have been made with iFLYTEK's Spark, Baidu's Wen-
xin Yiyan, and Huawei's Pangu, all of which have also attracted considerable attention. 

   

Fig. 1. (a) Training corpus size and parameter scale of GPT series models; (b) Structure of the 
decoder in the Transformer architecture 

The foundational technology behind LLMs lies in their massive deep neural net-
works, with the Transformer architecture serving as their core framework. Introduced 
by Vaswani et al. in 2017, the Transformer architecture, which is centered around the 
self-attention mechanism, has revolutionized the field of natural language processing 
and various sequence-to-sequence tasks with its unparalleled performance [6]. Essen-
tially, the Transformer architecture consists of two segments: the encoder and the de-
coder. Each segment is an assembly of multiple layers that include self-attention mech-
anisms and feedforward neural networks, which maintain a uniform structure. The self-
attention mechanism is good at assigning variable attention weights to different words 
within a sequence, thereby identifying the most pertinent information for a word by 
analyzing its positional relations with others. This unique ability allows for parallel 
processing of sequences, significantly boosting the model's computational efficiency. 
Following the self-attention mechanism, the feedforward neural network projects the 
features of each position into a higher-dimensional space independently. Transformer 
further incorporates positional encoding to inspire the model with an understanding of 
the relative positions of elements within a sequence. Additionally, the Transformer's 
architecture also harnesses residual connections and layer normalization to mitigate the 
problem of vanishing gradients during training. This combination markedly elevates 
the model's representational capacity, stabilizes the training process, and enhances the 
overall efficacy of the model. 

The GPT series models mainly adopt the decoder part of the Transformer architec-
ture, as shown in Figure 1(b). Compared with GPT-1, which retains the Transformer 
decoder, GPT-2 introduces layer normalization before each submodule and adds addi-
tional normalization after all modules. With the development of the GPT series models, 
the number of Transformer layers gradually increases, from GPT-1’s 12 layers to GPT-
2’s 48 layers, and then to GPT-3’s 96 layers, and all of them adopt several masked 
multi-head attention components [7]. This series of design adjustments and hierarchical 
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increases help improve the model's ability to express and learn contextual information. 
Based on the Transformer architecture, the GPT models achieve the ability to continu-
ously generate text through unsupervised pre-training of "next word generation". In 
addition, GPT also introduces zero-shot, one-shot, and few-shot learning techniques, 
which can adapt to new tasks by providing a small number of example samples without 
the need for large-scale parameter adjustment. In specific training, GPT adopts a strat-
egy of "pre-training + fine-tuning", including supervised fine-tuning based on prompts, 
questions, and answers, reward model fine-tuning based on model output scoring, and 
proximal policy optimization fine-tuning that uses the feedback of the reward model as 
reinforcement learning input [8]. These fine-tuning methods significantly improve the 
zero-shot learning ability of the model, making it have equivalent knowledge acquisi-
tion potential to humans, and the generated answers are also more consistent with hu-
man expectations. 

3 Pros and Cons of LLMs for Product R&D 

3.1 LLMs and Corporate Product R&D 

In the realm of corporate innovation and R&D, knowledge stands as the typical asset, 
with innovation management, especially product research and development, being per-
ceived as a practice rooted in knowledge. This intricate process unfolds through various 
stages: it commences with an extensive exploration of the problem space to identify 
potential challenges in need of resolution. Subsequently, it involves the identification 
of suitable technical solutions tailored to these specific challenges. Throughout this 
journey, the R&D team generates new insights by building upon the foundation of ex-
isting knowledge, employing techniques such as summarization, refinement, recon-
struction, and internalization. The nexus between innovative practice and language pro-
cessing is profound, as a comprehensive grasp of language equips the R&D team with 
an enhanced capacity to acquire knowledge, thereby enhancing the support for intricate 
product R&D endeavors. 

In recent times, the advent of AI technologies, particularly in the domain of natural 
language processing, has significantly augmented the efficiency of product R&D in 
enterprises. Initially, language models were crafted for specific, singular tasks. How-
ever, the evolution of these models has ushered in an era where they are capable of 
managing multiple, interrelated tasks. Positioned at the forefront of advanced AI tech-
nologies, large autoregressive models like ChatGPT showcase formidable emergent ca-
pabilities, such as predicting subsequent words in a text based on preceding ones. This 
attribute heralds substantial promise in elevating the innovative prowess and opera-
tional efficiency of corporate R&D teams, notwithstanding certain inherent limitations. 

3.2 Benefits of LLMs for Product R&D 

In the product development process, R&D teams explore problem spaces to identify 
innovation opportunities and adopt knowledge-based practices, such as knowledge cap-
italization, to acquire potential knowledge. This process necessitates the identification, 
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selection, and processing of large amounts of textual data, which can be time-consum-
ing and labor-intensive, especially when dealing with unstructured data. In such cases, 
individuals often tend to make oversimplified assumptions and biased decisions. Large 
language models like ChatGPT possess contextual awareness and offer significant ad-
vantages in comprehending crucial associations within given texts, extracting relevant 
information and knowledge, and understanding users' emotions. 

Large language models possess the capability to grasp contextual context, efficiently 
summarize texts, and pinpoint the essence within the input material. They excel at 
swiftly generating concise summaries that contain the primary insights of the source 
text, thereby enabling R&D teams to quickly locate segments that convey the main 
concept. Furthermore, due to their extensive training on vast datasets, these models 
exhibit a wider spectrum of semantic comprehension, offering a more varied array of 
information. This capacity aids in mitigating cognitive biases and the tendency for 
shortsighted decisions that often arise from limited knowledge. By supporting better 
and faster knowledge acquisition, large language models broaden the intellectual hori-
zon of human beings, spark a wealth of innovative ideas, and significantly boost 
productivity in intricate innovation endeavors. Leveraging the strengths of these LLMs, 
R&D teams can focus their work on applying newly generated insights by LLMs to 
creative tasks, thereby streamlining the path to innovation. 

Online communities are treasure troves of information for businesses, which are full 
of user-generated content on social media and forums. These platforms showcase user 
preferences, highlight likes or dislikes towards specific product features, and reveal 
unmet needs. Such insights are instrumental for businesses aiming to grasp customer 
requirements more profoundly and to refine or expand their offerings in new products. 
However, the manual extraction of customer sentiment from vast datasets presents a 
formidable challenge. Large language models excel in performing sentiment analysis 
on textual content with high accuracy and efficiency, adept at discerning positive or 
negative sentiments embedded within extensive texts. This advanced capability in text 
analysis significantly empowers a company's R&D team. It transforms insights gath-
ered during the problem identification phase into innovative products, ensuring they are 
finely tuned to meet specific consumer needs. 

After extracting problem-related prior knowledge and exploring the problem space, 
the R&D team embarks on a journey through the solution space to forge new insights. 
Historically, the genesis of creative ideas has been considered to be a uniquely human 
talent. Nonetheless, the advent of generative intelligence technologies, such as GPT, 
has unveiled the potential of large-scale models in facilitating creative thoughts. In par-
ticular, LLMs are good at rapidly producing a spectrum of creative ideas in response to 
specific problem prompts. These models exhibit remarkable few-shot learning capabil-
ities, requiring only a handful of creative examples from users to generate novel and 
various ideas. R&D teams can either directly utilize these ideas or diverge from them 
to create further innovative ideas, subsequently reincorporating them into the models 
as new data samples. Through iterative cycles, they cultivate novel knowledge that mir-
rors the diversity of ideas typically generated in human brainstorming sessions. More-
over, users can steer the LLMs toward generating targeted creative ideas by fine-tuning 
model parameters or employing prompt engineering. This approach significantly 
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broadens the creative horizon for corporate R&D teams without incurring additional 
costs. Compared to humans generating ideas, LLMs stand out for their ability to gen-
erate an extensive array of ideas within a remarkably short timeframe, showcasing an 
unparalleled efficiency advantage. 

3.3 Limitations of LLMs for Product R&D 

Despite the unique advantages of large language models in semantic understanding and 
text generation, which can significantly enhance the efficiency of the R&D team, it is 
essential to recognize that they still have some limitations. 

Large language models, such as ChatGPT, leverage autoregressive technology for 
generating subsequent words, utilizing accessible information learned during model 
training to respond to queries, even in the absence of directly relevant knowledge. 
While these models are capable of producing text segments that appear coherent and 
realistic, the accuracy of the content is not guaranteed. Consequently, relying exclu-
sively on these LLMs for answers can make it challenging to verify the reliability of 
their outputs. This often requires the intervention of expert teams for manual verifica-
tion, which can contradict the initial purpose of employing AI to streamline processes. 
Additionally, product development frequently demands highly specialized domain 
knowledge, typically proprietary to certain companies and not encompassed within the 
training datasets of these general models. This leads to gaps between the models' ex-
pertise and the practical needs. Moreover, sentiment analysis extends beyond merely 
categorizing customer feedback as positive or negative; it requires discriminating the 
nuanced aspects that customers specifically favor or disapprove of. Occasionally, even 
a negative comment can be constructive, and it may provide valuable feedback. Such 
phenomena are governed by human subjectivity and are outside the purview of LLMs' 
capabilities, making it problematic for these models to autonomously discern human 
preferences accurately. 

In addition, the training datasets of large language models are confined to infor-
mation available up to a certain cutoff date, which means any new developments be-
yond this time point remain unlearned by these models. This is not friendly to innova-
tion-related fields, as R&D teams should make decisions based on the latest knowledge 
as much as possible. Typically, these large-scale models are trained on datasets com-
piled from internet-sourced text, which are not only challenging to scrutinize on an 
individual basis but may also harbor biased content. 

4 Analysis of the LLMs' Role in Corporate Product R&D 

As large language models grow increasingly proficient in performing a variety of tasks, 
the role of human beings in product R&D is inevitably to be transformed. The evolving 
interaction between human beings and these sophisticated models presents a pressing 
issue that urgently needs to be studied. 
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First, large language models offer significant benefits in product development, serv-
ing as valuable support tools for human R&D teams. They enable these teams to effi-
ciently extract meaningful sentiments and insights from vast text datasets while navi-
gating through problem and solution spaces. Due to their unparalleled ability to decom-
pose and synthesize information from varied knowledge pools, large language models 
significantly enhance the generation of novel ideas in terms of volume, quality, and 
diversity, all while keeping costs low. This accelerates value creation and fosters inno-
vation. Furthermore, large language models help break down the traditional barriers 
between internal and external knowledge sources, facilitating interaction with and 
learning from diverse information streams. This capability allows R&D teams to extend 
beyond their existing knowledge bases, promoting the exchange of information among 
different stakeholders and advancing the development of open and iterative research 
and development frameworks. 

Second, the involvement of human R&D teams remains crucial, as large language 
models cannot autonomously execute product development tasks without human guid-
ance. Considering previously mentioned limitations, these models lack the capability 
to independently verify the reliability of their generated outputs. In scenarios that ne-
cessitate empathy, common sense, or ethical judgment, decision-making cannot be 
solely entrusted to AI machines, and human intervention remains indispensable. More-
over, to tackle challenges associated with the completeness and currency of pre-training 
datasets, human R&D teams are still required to collect and organize domain-specific 
knowledge to construct new datasets for refining more specialized models. 

Therefore, enterprises should view LLMs as integral components of the R&D team, 
embracing a human-machine hybrid intelligence strategy. This approach combines the 
strengths of both human beings and machine intelligence to foster collaboration and 
transcend existing capabilities. Through human guidance, large language models can 
build links between concepts and ideas, substantially augmenting human cognitive 
functions. The application of few-shot learning techniques further streamlines the in-
teraction between the R&D team and LLMs. Human researchers need only supply a 
small set of example prompts and responses, and LLMs will produce extensive outputs. 
Building on this, the human R&D team can assimilate the generated ideas, create new 
knowledge, and develop innovative products. By inputting their expertise and ideas in 
natural language, the R&D team can seamlessly integrate the LLMs into their work-
flow, akin to recruiting a new exceptionally capable team member. The collective in-
telligence arising from the synergy between the R&D team and the large language mod-
els is poised to significantly boost corporate R&D efficiency, achieving outcomes un-
attainable by either party independently. 

The establishment and management of such a hybrid team, as well as the distribution 
of tasks between humans and AI machines, pose novel challenges for business manag-
ers, requiring comprehensive exploration. Managers must navigate the distinct attrib-
utes and collaborative dynamics of humans and AI machines—humans are good at 
comprehending contextual information and common sense, steering LLMs towards in-
tended goals, and incorporating model insights into the wider innovation framework; 
large language models, on the other hand, excel in processing extensive texts, mining 
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data patterns beyond human detection, and linking disparate knowledge domains that 
are typically beyond human reach with ease. 

5 Conclusion 

This paper conducts an in-depth study of the underlying principles of large language 
model technology and its advantages and shortcomings in corporate product R&D, 
highlighting the profound effects of this technology on corporate R&D practices. Large 
language models substantially augment the efficiency of human R&D endeavors and 
are instrumental in enriching both the volume and the quality of innovative concepts. 
However, they also exhibit certain limitations, including issues related to the reliability 
of generated content and a constrained grasp of certain domain knowledge. To harness 
the full potential of these technologies, the study advocates for the integration of LLMs 
with human R&D teams, fostering the formation of hybrid intelligence teams. This ap-
proach aims to integrate the distinct strengths of humans and machines, offering prac-
tical insights for business managers on applying LLM technology in product develop-
ment scenarios. In the near future, we will further explore the collaborative models of 
human-machine hybrid teams, aiming to enhance the productivity and effectiveness of 
this collaborative model. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
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which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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