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Abstract. The question difficulty assessment is an important research direction 

in educational data mining. The traditional difficulty assessment is often com-

pleted manually, which is time-consuming and subjective. Existing difficulty pre-

diction models are usually limited to the final score or only for statistical analysis 

of question text, without combining learners' responses and question context or 

detailed information. They often cannot effectively reflect the difference between 

the cognition of the question and the difficulty of the question, unable to meet the 

requirements of the instructional practice. Therefore, this paper aims to propose 

a question difficulty prediction model based on learners' responses and combine 

natural language processing technology to realize the automatic prediction of 

question difficulty. Specifically, the paper first based on the BERT training 

model, extracts the question information embedded vector, combined with con-

volutional neural network and long and short-term memory network, the fusion 

of learners' response (including score, response time, submit time, etc.), establish 

the correlation between the question text information and the question difficulty, 

construct the difficulty prediction of questions model based on learners' response, 

and achieve accurate question difficulty prediction. 

Keywords: difficulty prediction; deep learning; learners' response; intelligent 

education 

1 Introduction 
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In the Education Informationization 2.0 Action Plan, the Ministry of Education pro-
poses to promote intelligent education[1] vigorously. In the China Education Modern-
ization 2035, the State Council of China proposes to build an integrated intelligent ed-
ucation service platform to achieve universal learning and personalized teaching[2]. To 
achieve personalized learning in intelligent education, it is necessary to accurately 
measure learners' knowledge levels and provide targeted questions to enhance their 
weaknesses[3]. Appropriate difficulty questions to be recommended is a critical issue. 
As an important research direction in intelligent education, the difficulty prediction of 
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questions involves fields such as educational measurement, psychology, computer sci-
ence, etc. Questions at appropriate difficulty can accurately evaluate learners' 
knowledge status, stimulate their learning potential, and help them bridge the zone of 
proximal development[3, 4]. 

The difficulty prediction of questions is a complex task that needs to consider many 
factors, such as the concept knowledge of the questions, difficulty coefficient, question 
type, and differences among learners. Traditional difficulty prediction methods usually 
rely on manual experience or machine learning models based on feature engineering, 
which have limited accuracy and require a lot of time and human resources[5]. Moreo-
ver, the predicted results are subject to human subjective factors[6, 7]. Difficult predic-
tion models often limit themselves to final score submissions or only conduct statistical 
analysis on texts without considering learners' response and contextual information of 
question texts. These models may not fully capture the differences in question difficulty 
between the questioner and the respondent effectively. Therefore, it is important to ex-
plore how to extract more information from question texts to achieve more accurate 
difficulty predictions. 

At the same time, this paper carries out difficulty prediction research for program-
ming questions. The difficulty of programming questions involves multiple factors, 
such as background knowledge, language difficulty, problem-solving approaches, etc. 
The weight of these factors may be different, too. In addition, learners' response can 
also reflect question difficulty, such as correct rate, time taken, number of submissions, 
etc. Another challenge is integrating question and performer characteristics to honestly 
and objectively reflect question difficulty. 

Therefore, this paper aims to address these challenges by using deep neural net-
works, integrating learners' responses, and combining absolute difficulty and relative 
difficulty of questions to achieve more accurate, efficient difficulty prediction. 

2 Related Work 

Regarding the problem of predicting the difficulty of questions, scholars within domes-
tic and international contexts conduct a lot of research and exploration and put forward 
different methods and ideas. Wang[8] separated nine problem attributes from the ques-
tions by manual coding. The results showed that the Support Vector Machine (SVM) 
model based on question properties predicted more accuracy. Wu et al.[9] proposed a 
method for estimating the difficulty of reading comprehension questions based on the 
SVM， with classification accuracy rate and mean squared error as evaluation indica-
tors. Ma[10] used SOLO's approach of defining learners' learning outcomes by five 
levels to predict the difficulty of questions from their content structure. With the con-
tinuous development of machine learning and deep learning, the linear regression 
method in machine learning is utilized to difficulty prediction model[11]. Tong[7] used 
the question text and answer record to realize the data-driven difficulty prediction 
model for mathematical questions. Song et al.[12] proposed a deep neural network 
model to establish the correlation between question text information and actual diffi-
culty by combining question text information with examinee response records, so as to 
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solve problems such as the prediction of question item difficulty parameters. Xie et 
al.[13] have developed an Attention Deep Belief Neural Network (ADBN) framework 
that integrates an attention mechanism. This framework employs a neural network ar-
chitecture derived from Deep Belief Networks (DBN) to facilitate the encoding of ques-
tion semantics. Furthermore, the ADBN framework undergoes training to effectively 
estimate the difficulty level of novel items utilizing the attention mechanism. 

3 The BDCL Model 

In this section, we propose a BERT-based Difficulty Prediction Model with CNN and 
LSTM based on Response Data (BDCL model for short). In more details, we expand 
the question text to both the question and answer based on the characteristics of pro-
gramming questions that combine natural language and code language. Secondly, we 
fuse the absolute difficulty of the question and the relative difficulty reflecting the 
learners' response. By doing so, we can capture the difficulty characteristics of the ques-
tion from a more comprehensive perspective and achieve adaptive question difficulty 
prediction. 

 
Fig. 1. The framework of BDCL model 

The BDCL model is composed of a text representation layer, a fusion & concatena-
tion layer, and a difficulty prediction layer (Fig. 1.). Firstly, the BERT pre-training 
model[14] is used in the text representation layer to extract the embedded vectors of 
question texts. Then, in the fusion & concatenation layer, local feature extraction layers 
based on CNN and LSTM, as well as context-aware layers are respectively introduced 
to enrich the feature information contained in the embedded vectors, then feature vec-
tors are fused. In the difficulty prediction layer, the absolute difficulty and relative dif-
ficulty are combined to obtain the actual difficulty based on learner's response and dif-
ficulty labels of the questions. Finally, the difficulty of predicting the output problem 
is output by a fully connected neural network (MLP). 
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3.1 Text Representation Layer 

The question text contains a wealth of information, including relevant knowledge, ques-
tion requirements, sample output, standard answers, etc., from which a large number of 
associations and details can be extracted to evaluate the difficulty of the question. 
Therefore, integrating question texts can improve the accuracy and reliability of the 
model when predicting question difficulty[15]. 

Firstly, we utilize the BERT pre-trained model to extract the embedding vector of 
the question text, and the embedding vector containing the question information can be 
input into the hidden layer for further processing. The input to the model is defined as 
a collection of question texts: 

 Question Set = �X1, X2, … , Xqn� (1) 

where qn denotes the number of questions, and Xn is the text content of a question. 
For simplicity, Xn is directly represented by X in this section. The input to the BERT 
model is a sequence X, X is an item containing n words, and after BERT processing, 
matrix H ∈ ℝn×d is generated, where each row represents the vector representation of 
the corresponding word. 

To reduce the amount of training, our work directly uses the Chinese-pre-training 
model Chinese-BERT-wwm based on whole word mask (Whole Word Masking) tech-
nology released by HFL (Harbin Institute of Technology-iFLYTEK Joint Labora-
tory)[16, 17]. After processing by the L-layer transformer encoder, the final output vec-
tor sequence formula Eq.(2) can be obtained.  

 H(L) = {Hi
(L)}i=1n = BERT(X) (2) 

Where, Hi
(L) is the vector representation obtained at the 𝑖𝑖-th position after processing 

by the L-layer encoder. Finally, the sequence X can be represented a high-quality vector 
representation {Hi

(L)}i=1n  that can be used for the input features of downstream tasks. 

3.2 The Fusion & Concatenation Layer 

In the BDCL model, CNN extracts local features of the text sequence output by the 
BERT model. At the same time, RNN is used to context-aware the text sequence output 
by the BERT model further to enhance the model's understanding of the lengthy text. 
Finally, the output results of CNN and RNN are fused and concatenated to obtain the 
question text's local features and context-aware representation vector. 

Local Feature Extraction 
The BDCL model uses CNN to extract the local features of question text to enhance 

the expression ability of the model further. The core of CNN is convolution operation, 
ReLU activation function and batch normalization[18]. In our work, we consider the 
relationships between several adjacent words or characters within the text, ensuring that 
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the convolution kernel is set to encompass these relationships. Due to the need to con-
catenate with LSTM output, the parameters padding and stride, which are used to con-
trol the output size after the convolution operation, are set to 1 in this model, so that the 
size of the output after each convolution operation is unchanged. Specifically, assuming 
that the size of the convolution kernel is (K, H, C), where K represents the length of the 
convolution kernel, H represents the word vector dimension of BERT model output, 
and C represents the number of output channels, then the convolution operation can be 
represented as: 

 yi,jc = ∑ Xtransposed,i,ℎj+r
K−1
r=0 wℎ,c,r (3) 

Where  Xtransposed,i,ℎj+r is the 3-dimensional tensor obtained from the text sequence 
output by the BERT model, yi,jc  denotes the output of the convolution kernel in the 𝑖𝑖-th 
sample, the 𝑗𝑗-th position, and the 𝑐𝑐-th channel, and wℎ,c,r represents the value of the 
convolution core in the ℎ-th line, the 𝑐𝑐-th channel, and the 𝑟𝑟-th position. 

The BDCL model adopts the standard ReLU function to learn and express the input 
information better. i.e., max(0, x), as expressed in the following equation: 

 𝑦𝑦�𝑖𝑖,𝑗𝑗𝑐𝑐 = 𝑚𝑚𝑚𝑚𝑚𝑚�0,𝑦𝑦𝑖𝑖,𝑗𝑗𝑐𝑐 � (4) 

Where y�i,jc  represents the output after ReLU activation. 
Finally, to further enhance the expression ability of the model and suppress the over-

fitting phenomenon, the BDCL model adopt batch normalization technology to process 
the output obtained by convolution operation. Here, we simply define the output of the 
CNN layer for the next processing: 

 X = CNN�H(L)� (5) 

Context Awareness 
Our model utilizes RNN to contextualize the output text sequence of the BERT 

model, further enhancing the model's understanding of long text. Specifically, the 
BDCL model employs short-term and long-term memory networks (LSTM). LSTM is 
a variant of RNN with better long-term memory and forgetting capabilities compared 
to traditional RNN structures, effectively handling sequence data such as text. 

The BDCL model improves its performance by utilizing bidirectional LSTM. Dur-
ing the forward propagation of the model, the word vector outputted by BERT is first 
transformed through an LSTM. Specifically, the word vector outputted by BERT is first 
transposed and processed through a layer of LSTM. Assuming that the dimension of 
the word vector output by BERT is (H,L), where H is the dimension of each word vec-
tor, and L is the sequence length, then the input of the LSTM layer is the tensor 
sequence_lengtℎ ×  batcℎ_size ×  input_size , i.e. L ×  N ×  H , where N is 
batcℎ_size. In LSTM, each time step will output the hidden and cell states that are also 
the next step, i.e. (ℎt, ct), and then continue as input in the next step. Specifically, for 
the 𝑡𝑡-th time step, the LSTM is calculated as follows: 

 ft = σ(Wfxt + Ufℎt−1 + bf) (6) 
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 it = σ(Wixt + Uiℎt−1 + bi)  (7) 

 c�t = tanh(Wcxt + Ucℎt−1 + bc) (8) 

 ct = ft ∗ ct−1 + it ∗ c�t (9) 

 ot = σ(Woxt + Uoℎt−1 + bo) (10) 

 ℎt = ot ∗ tanh(ct) (11) 

Here, xt represents the input of LSTM at the 𝑡𝑡-th time step, ℎt represents the output 
of LSTM at the 𝑡𝑡-th time step, ct represents the cell state of LSTM at the 𝑡𝑡-th time step, 
and ft , it and ot represent the weights of the forget gate, input gate and output gate of 
LSTM at the 𝑡𝑡-th time step, respectively. Wf , Wi , Wc , Wo , Uf , Ui , Uc , Uo and, bf , 
bi , bc , bo denote the trainable weights and bias terms, respectively.  

Finally, the output of the LSTM layer after transposition is simply defined as: 

 Y = LSTM�H(L)� (12) 

Fusion Splice 
In the forward propagation of the model, after the output of BERT is processed by 

CNN and LSTM, and the outputs of CNN and RNN are transposed respectively, and 
the following two tensors are obtained (the two dimensions of the two are respectively 
(batcℎ_size, seq_len, cnn_ℎidden_size) and (batcℎ_size, seq_len, rnn_ℎidden_size)): 

 �X = [x1, x2,⋯ , xn], xi ∈ ℝhc

Y = [y1, y2,⋯ , yn], yi ∈ ℝhr
 (13) 

Where n represents the length of the sequence, and xi and yi represent the output 
vector of the CNN and RNN at the 𝑖𝑖-th position in the sequence. 

Next, we stitch them together along the last dimension (i.e., the dimension 
cnn_ℎidden_size and rnn_ℎidden_size they are in) to get a new tensor: 

 Z = Cat(X, Y), zi ∈ ℝ(hc+hr) (14) 

Where Cat represents the splicing operation (Z ∈ ℝ(batcℎsize,seqlen,hc+hr)), zi repre-
sents the output vector at the 𝑖𝑖-th position of the splicing result. 

In this way, a new tensor is obtained, which connects the outputs of the CNN and 
LSTM for subsequent operation. 

Fully Connection 
After the processing of the fully connected layer, the final prediction result is ex-

pressed as follow: 

 y = tanh(W ⋅ Flatten(Z) + b) (15) 

Where Flatten represents the leveling operation, flattening a multi-dimensional ten-
sor into a one-dimensional vector. W ∈ R1×(cnn_ℎidden_size+2×rnn_ℎidden_size) is the 
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weight matrix, b ∈ R is the bias vector, represents the matrix multiplication, and tanh 
represents the nonlinear activation function. 

Finally, the prediction results are scaled and shifted so that the prediction results are 
output in the target interval. Specifically, the prediction y is multiplied by the extreme 
difference α and the mean β is added to obtain the final output P = y × α + β. 

3.3 Difficulty Prediction Layer 

The difficulty prediction layer is the output of the BDCL model. When predicting the 
difficulty of the question, it only needs to input the text of the question to be predicted 
into the model, and load the trained parameters and weights. The output value obtained 
by the model is the difficulty of the predicted question. In the questions in the field of 
programming, if the collected question text and the amount of answering data are suf-
ficient and the length of the question text is appropriate or appropriate after deletion, 
the value of the difficulty prediction layer can be considered to represent the difficulty 
value of the question. 

Absolute Difficulty 
In this section, we combine the question score and use this formula to expand the 

range of absolute difficulty: 

 Dai = Di �1 + log � Si÷Di
avg�∑ �Sj÷Dj�i

1 �
�� (16) 

In the Eq.(16), Si represents the expert-set score and Di represents the original diffi-
culty provided in the datasets. This formula can evaluate the ratio of score to difficulty 
on an average level, and using logarithms can ensure that the absolute difference in 
difficulty will not cause distortion. For example, if the difficulty of question A is 3 and 
its score is 1000, the difficulty of question B is also 3 and its score is 500, and the 
difficulty of question C is 1 and its score is 100. Assuming that the average value of the 
ratio of scores to difficulties for all questions is 300, then the final absolute difficulty 
of question A is 3.137, the final absolute difficulty of question B is 2.846, and the final 
absolute difficulty of question C is 0.523. 

Relative Difficulty 
Most literature references related to the field of difficulty prediction for examination 

questions currently only use the score rate[3, 5, 6] simply. The existing literature on 
difficulty prediction for examination questions does not effectively utilize effective at-
tributes such as the number of attempts and time spent on the question. Considering the 
characteristics of programming learning, this paper introduces the number of attempts 
and time spent on the question to define relative difficulty based on the score rate. The 
relative difficulty is calculated with reference to the average score rate, average number 
of attempts, and average time spent on the question. The main factor in determining 
relative difficulty is the score rate, with weights of 0.2 and 0.1 assigned to the number 
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of attempts and time spent on the question, respectively. The final relative difficulty 
formula is as follow: 

 Dri = Ri(1 + t̃)(1 + 𝑎𝑎�) (17) 

Where Ri is the score rate, 𝑡̃𝑡 denotes the answer time and 𝑎𝑎� denotes the number of 
submissions. 

Actual Difficulty Calculation 
Consider the absolute difficulty and relative difficulty of the question as a represen-

tation of the actual difficulty, the specific formula is as follows: 

 Dfi = Dai + Dri (18) 

The BDCL model can use the question difficulty as the label, and the mean variance 
loss function (MSE) as the loss function: 

 lossMSE = 1
n
∑ (pi − Dfi)2n
i=1  (19) 

Where n represents the number of sample data, pi and Dfi represent the predicted 
and true values for each sample, respectively. 

4 The Experiment 

4.1 Experimental Setup 

The deep neural network method used in this article is to predict the difficulty of ques-
tions by combining pre trained BERT models, CNN, and LSTM. The input is the ques-
tion text, and the output is the prediction difficulty. In the BDCL model, MSELoss is 
selected as the loss function to quantify the difference between the predicted and true 
values of the model; At the same time, AdamW is used as the optimizer and a learning 
rate decay strategy is adopted. Specifically, an initial learning rate of 3e-5 is selected, 
according to Google's recommended learning rate [19], and the learning rate is reduced 
by 0.1 after every 10 epochs. In terms of datasets partitioning, this article chooses to 
divide the datasets into training and validation sets in a ratio of 72%:18%:10%. This 
ratio can effectively balance training accuracy and validation accuracy through experi-
ments. 

4.2 Datasets 

This paper uses the private datasets of online programming platform, covering pro-
gramming questions in different languages, such as C, C++, python, java, SQL, etc. 
Students can program online, submit the answers and obtain the compiler output in real 
time for correction. In this paper, the student online code evaluation records for 2018 
and 2019 are collected. The interaction records, which include the student ID, question 
ID, final score, number of submissions, start time of the answer, and end time of the 
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answer, can be utilized to assess the relative difficulty. And the information of the ques-
tions, including the question text, answer, score, and difficulty, can be extracted and 
utilized to assess the absolute difficulty of the questions. 

In this paper, from the 4416 questions of the original datasets, the questions with 
more than 100 answers are selected for model training and evaluation. A total of 2283 
valid questions are screened out, and 2485432 answering records are recorded (Table 
1). 

Table 1. Number of original answer records 

 original datasets processed datasets 
Number of questions 4416 2283 
Number of students 46743 46710 

Number of knowledge points 51 51 
Number of answers recorded 2532524 2485432 

4.3 Processing of Question Text 

After statistics, the average character length of the original text is 1865, and the median 
is 1600. This article processes the content of the text, sets up a stop word table, removes 
all duplicate text in the questions, and although the BERT model can accept punctuation 
input and understand its semantics, longer text length is obviously more significant than 
punctuation marks.  After sorting from small to large, the results shown in the Fig. 2. 
are obtained. 

 
Fig. 2. The text length comparison after sorting 

After text processing, the average character length is 1296 with a median of 1121. 
Because the longer text back segments are mostly code examples, mainly in English, 
which can be entered according to the whole word Token. Although the text length of 
Chinese characters has been effectively reduced, according to the actual verification, 
the effect is not as good as the text due to the loss of some important key words. Ac-
cordingly, it is believed that the text processing after removing the stopped words has 
achieved the effect and can be used for model input. 
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4.4 Comparative Analysis of the Experimental Results 

In this paper, we employ three indicators, such as pearson correlation coefficient, 
spearman's rank correlation coefficient and determination coefficient. Our model is run 
on the RTX2080Ti server for 6 hours for 300 epochs. Fig. 3. shows the performance of 
the BDCL model during 300 epochs. To more intuitively observe the trend of the per-
formance curve, we utilize the Savitzky-Golay smoothing method to eliminate noise 
influence (Fig. 4). 

 
Fig. 3. Performance  of the training round model     Fig. 4. Performance after smoothing  

Next, we compare the BDCL model with a simplified version of the BDCL model - 
BERT and BERTCNN. Each model is trained for 60 epochs and their performance is 
shown in Fig. 5.: 

 
Fig. 5. Performance comparison of BERT, BERTCNN, and BDCL models 

As can be seen from the figure, the convergence rate of BDCL model is significantly 
slower than the original BERT and BERTCNN models in terms of training set loss. 
However, in terms of validation set loss, the performance of BDCL model is better than 
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BERT model from the beginning of training. After all three models converge, the effect 
of BDCL is better than the other two. After 60 epochs, the specific parameters of each 
model are shown in Table 2: 

Table 2. Comparison of the performance parameters of the three models 

 train_loss val_loss pearson_r r2 spearman 
BERT 0.029636 0.293649 0.619125 0.344172 0.528640 

BERTCNN 0.041917 0.266075 0.656242 0.405755 0.575367 
BCDL 0.043485 0.257141 0.658452 0.425707 0.578868 

The experimental results of the three deep neural network models are significantly 
better than the first two traditional support vector machine and machine learning mod-
els, indicating that the deep neural network has a stronger ability to model this task. 

According to the Pearson and Spearman correlation coefficient, it can be analyzed 
that BDCL performs better than the other two models in both linear and nonlinear re-
gression. In addition, the determination coefficient of BDCL is also relatively high, 
indicating that the BDCL model can better explain the changes in the data, that is, with 
stronger generalization ability. The reason is that the BDCL model adds CNN and 
LSTM layers to the BERT model to capture the details and context sequence relations 
in the question text, because the number of parameters is larger, so the convergence 
rate is slower, and because it captures the hidden information in the text. 

Accordingly, it can be considered that the BDCL model has stronger generalization 
ability and accuracy than the previous difficulty prediction model, which can be used 
for question difficulty prediction. 

5 Conclusions 

This paper proposes the BDCL question difficulty prediction model, which achieves 
better results than previous statistical based and traditional machine learning methods 
in online programming datasets, and can be used to support questions generation, auto-
matic set papers and personalized recommendation of questions. The main work is as 
follows: 

1. We propose a BERT-based Difficulty Prediction Model with CNN and LSTM 
based on Response Data (BDCL). 

2. By the analysis of the program questions, we balance the weight and integrate the 
absolute difficulty and relative difficulty. 

3. Comparison on the programming datasets, Pearson's correlation coefficient, 
Spearman's correlation coefficient and judgment coefficient are improved by more than 
4% compared with BERT model, while Pearson's correlation coefficient, Spearman's 
correlation coefficient and determination coefficient increased by 7% - 10% compared 
with TD-IDF, basically meeting the prediction requirements. 

In the future work, we will combine the difficulty prediction of questions with intel-
ligent cognitive diagnosis, and accurately recommend questions according to the weak 
knowledge points of students, so as to truly realize teaching students in accordance with 
their aptitude. 
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Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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