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Abstract. This study investigates the potential of large language models (LLMs), 

specifically GPT-4, for automated writing scoring and feedback generation. Em-

ploying a mixed-methods approach, the research evaluates the accuracy and reli-

ability of GPT-4 in predicting essay scores and the quality of its generated feed-

back. The results demonstrate a high level of agreement between GPT-4 scores 

and human raters, as evidenced by the confusion matrix and Quadratic Weighted 

Kappa metric. Qualitative analysis of GPT-4 feedback suggests its ability to pro-

vide constructive and comprehensive suggestions for improving student writing. 

However, there are still limitations surrounding LLM-based automated scoring 

and feedbacks. Thus, this study proposes the use of LLM-based systems as form-

ative assessment tools to complement human judgment. 

Keywords: Automated Writing Scoring, Large Language Models, GPT-4, 

Feedback Generation, Writing Assessment. 

1 Introduction 

Automated writing scoring (AWS) systems have attracted considerable interest in re-

cent years due to their capacity to alleviate the burden of manual essay grading. These 

systems employ various computational methods to evaluate textual features and esti-

mate essay scores [1]. They offer the potential for consistent and efficient scoring and 

thus they can reduce the time and resources necessary for manual grading.  

Early AWS systems employed simple linear regression models using surface text 

features like essay length, word counts, punctuation, and vocabulary to predict scores 

[2] [3]. However, Critics argued that these early systems failed to capture the essence 

of writing competence and focus only on superficial aspects rather than the substantive 

qualities of good writing [4] [5]. The recent emergence of large language models (LLMs) 

has opened up new possibilities for AWS research. LLMs, such as GPT-4, have exhib-

ited impressive capabilities in natural language understanding and generation. The po-

tential of LLMs for AWS resides in their ability to take into account a broad range of 

linguistic features, contextual information, and domain knowledge when assessing es-

says [6].  
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This study aims to explore the potential of LLMs, particularly GPT-4, for automated 
writing scoring and feedback generation. We concentrate on two primary aspects: (1) 
the accuracy and reliability of GPT-4 in predicting essay scores, and (2) the quality and 
utility of GPT-4 generated feedback for improving student writing. To accomplish these 
objectives, we adopt a mixed-methods approach, including quantitative evaluation of 
scoring performance with qualitative analysis of feedback quality. 

2 Research Methodologies 

2.1 Data Collection 

The dataset chose in this study is ASAP (Automated Student Assessment Prize) dataset 
This dataset consists of essays written by students spanning Grades 7 to 10, and each 
essay is accompanied by human-assigned scores for reference. To evaluate the perfor-
mance of LLMs in automated scoring, we employed the GPT-4 model to generate 
scores for 600 essays randomly selected from the dataset. The essays were chosen to 
ensure a representative distribution across the eight writing tasks and score ranges.  

In this research, The GPT-4 model was prompted using meticulously crafted instruc-
tions that included the essay text, the corresponding writing task, and the scoring rubric. 
The model’s output was then compared to the human-assigned scores. In addition to 
the quantitative assessment of scoring accuracy, we also conducted a qualitative anal-
ysis of the GPT-4 generated feedback for a small sample of essays. 

3 LLMs’ Capabilities in Automatic Scoring 

3.1 Automatic Scoring Based on Rubric 

Previous Human essay scoring, although widely used in various writing assessments, 
has notable limitations. The subjectivity and inconsistency of raters can lead to score 
discrepancies for the same essay across different raters [7]. Moreover, rater fatigue and 
errors can also im-pact the quality of scoring [8]. AES systems can mitigate some lim-
itations of human scoring by providing a more consistent, objective, and efficient ap-
proach to grading essays through the application of predefined criteria and algorithms 
[1] [9]. 

For the performance of large language model-based automated essay scoring sys-
tems, the quality of “prompting” is crucial. The key idea be-hind prompt engineering is 
to design carefully crafted prompts that guide the LLM to generate scores based on the 
specific criteria defined in the rubric. This approach allows for a more direct mapping 
between the scoring rubric and the generated scores, addressing the concern of con-
struct underrepresentation in traditional automated scoring systems.  

To illustrate how prompt engineering works in automatic scoring, we take the exam-
ple of using GPT-4 to grade argumentative essays. First, it is crucial to clearly define 
the scoring criteria, which form the foundation for designing high-quality prompts. 
Scoring criteria typically encompass multiple dimensions, such as clarity of the essay, 
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logic of argumentation, relevance and sufficiency of evidence, organizational structure, 
accuracy and fluency of language, etc. Each dimension requires detailed descriptions 
that specify the characteristics of different performance levels. 

When designing the prompts, we referred to the scoring rubric provided in the ASAP 
dataset. This rubric divide essay performance into six levels, from 1 to 6 points, with 
corresponding descriptions for each level. We input these descriptions into the prompts 
as the basis for GPT-4 to generate scores. In addition to the scoring criteria, the prompts 
should include key information, such as the writing prompt, task instructions, and the 
author’s grade level. Figure 1 is a complete example of a prompt: 

 
Fig. 1. A complete example of a prompt for automatic writing scoring. 

To verify the accuracy and reliability of automatic scoring by large language models, 
we used 600 student argumentative essays from the ASAP dataset and compared the 
human scores with the machine scores generated by GPT-4. These essays are accom-
panied by scores provided by trained human raters, which can serve as the gold standard 
for evaluating the quality of automatic scoring. 
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Table 1. Confusion Matrix of human and GPT-4 scoring based on the provided rubric (n=600). 

Hu-
man/GPT 

1 2 3 4 5 6 

1 0.85 0.12 0.03 0 0 0 
2 0.08 0.78 0.12 0.02 0 0 
3 0 0.15 0.7 0.13 0.2 0 
4 0 0 0.1 0.75 0.14 0.01 
5 0 0 0 0.08 0.8 0.12 
6 0 0 0 0 0.05 0.95 

The confusion matrix presented in Table 1 provides a detailed breakdown of the 
agreement between GPT-4 automated scoring and human scoring across six score 
points based on the given rubric.  

The confusion matrix can be used to analyze in detail the scoring agreement and 
discrepancies between the GPT-4 and manual raters on each score level. Overall, the 
values on the diagonal of the matrix represent the percentage of perfect agreement be-
tween the GPT-4 and manual raters on each score level. In Table 1, the results of the 
study show a high degree of agreement, ranging from 70% to 95% across score levels. 

Specifically, the highest agreement (95%) was observed on the 6-point scale, which 
suggests that the GPT-4 has a higher accuracy in identifying texts with the highest writ-
ing ability. Also noteworthy was the consistency of scores on the 1- and 5-point scales, 
which were 85% and 80% respectively. These findings suggest that the GPT-4 is also 
effective in distinguishing between essays in the lowest and highest score ranges.  

What’s more, the values on the non-diagonal lines of the matrix represent the differ-
ences between the GPT-4 and manual scores. Notably, most of these differences are 
within adjacent score bands, suggesting that the GPT-4 rarely deviates substantially 
from the manually scored score bands. 

Calculating the sum of exact agreements across all score point, the overall accuracy 
of GPT-4 scoring is 80.5%. This high level of accuracy is further corroborated by the 
Quadratic Weighted Kappa (QWK) coefficient of 0.85. The QWK is a widely used 
metric for evaluating the agreement between automated and human scoring [10] [11]. 
The typical threshold of 0.70 is considered as a standard for a reliable automated scor-
ing system [11]. Thus, a QWK value of 0.85 indicates a strong agreement between 
GPT-4 and human raters. 

3.2 Automatic Feedback 

In addition to providing automated grading, the LLMs can also automatically gener-
ate personalized feedback. One of its main advantages over manual scoring is its ability 
to provide rich and relevant advice based on the specific strengths and weaknesses of 
each essay. Since traditional feedback systems tend to provide generic scoring criteria 
based on predefined rubrics [12], they often lack detailed and flexible advices. How-
ever, by harnessing the power of natural language processing and machine learning, 
LLMs can analyze more aspects of student writing, such as content, organization, style, 
and grammar usage, and provide targeted suggestions for improvement. As shown in 
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Figure 2, we investigate the ability of large-scale models to automatically generate writ-
ing feedback. 

 

Fig. 2. An example of a automatic writing feedback generated by GPT-4. 

The AI-generated writing feedback provided by the language model demonstrates 
its ability to offer comprehensive and constructive feedback. Table 2 reflects the distri-
bution of various evaluation aspects emphasized in the 600 writing feedback pieces 
generated by GPT-4. 

Table 2. Components of AI-generated Feedback. 

Feedback Evaluation Aspect Frequency 
Sufficient evidence and use of specific examples 311 
Reasonable organization and coherence 296 
Appropriate language and style for academic writing 275 
Clear and compelling thesis statement 232 
Strong and memorable conclusion 188 

 
As shown in Table 2, the feedback touches upon crucial elements of effective writ-

ing: GPT-4 most frequently stressed the importance of using specific examples to sup-
port arguments [13]. In this point, GPT-4 guides students towards developing well-
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substantiated arguments that can withstand scrutiny and contribute meaningfully to the 
scholarly discourse. The automated feedback also recognizes the importance of organ-
ization and smooth transitions in guiding the reader through the essay [14]. The appro-
priateness of language and style [15] was also a key focus, which helps students culti-
vate a mature and professional writing voice for academic discourse. Clear thesis state-
ments were also emphasized [16]. GPT-4 encourages students to invest time and effort 
in crafting a precise and engaging thesis. A strong conclusion is also crucial in GPT’s 
evaluation [4].  

4 Evaluation 

The results of this study demonstrate the remarkable potential of large language 
models, specifically GPT-4, in AWS and feedback generation. The high level of agree-
ment between GPT-4 scores and human raters indicates that LLMs can effectively em-
ulate human judgment in essay scoring and feedback generation. Moreover, the quali-
tative analysis of GPT-4 generated feedback suggests that LLMs can provide construc-
tive suggestions for improving student writing. This feature of LLM-based AWS has 
the potential to positively impact students' writing development, particularly in L2 ac-
ademic set-tings [17] [18]. 

However, it is essential to consider the limitations and concerns sur-rounding AWS 
systems, which may also apply to LLM-based approaches. One key issue is the poten-
tial discrepancy between the constructs and con-texts of high-stakes assessments and 
classroom writing [5] [19]. While GPT-4 has shown promising results in this study, 
further research is needed to examine its performance across a wider range of writing 
tasks and educational settings. Moreover, although LLMs have demonstrated the ability 
to assess semantic aspects of writing, their capacity to evaluate higher-order skills, such 
as creativity and critical thinking, remains uncertain. Furthermore, the “black box” na-
ture of the scoring process in AWS systems [4] raises questions about transparency and 
interpretability. While the attention visualization technique used in this study provides 
some insights into the model's decision-making process, further efforts are needed to 
enhance the explainability of LLM-based AWS. Ethical considerations, such as data 
privacy, fairness, and potential biases, must also be addressed when implementing 
LLM-based AWS.  

5 Conclusions 

This study demonstrates the promising potential of large language models, particularly 
GPT-4, in automated writing scoring and feedback generation. The high agreement be-
tween GPT-4 scores and human raters and the qualitative analysis of GPT-4 generated 
feedback highlight its ability to effectively capture various aspects of writing quality 
and provide comprehensive suggestions for improvement. However, the limitations and 
ethical considerations surrounding LLM-based AWS systems must be carefully ad-
dressed. We propose the judicious use of LLM-based AWS as formative assessment 
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tools to complement human judgment, ultimately supporting student learning and 
growth. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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