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Abstract. With the widespread adoption of user-generated content (UGC) plat-

forms, the influx of fragmented knowledge makes it increasingly complex to in-

tegrate and utilize this knowledge across platforms. This study proposes an inno-

vative approach based on knowledge graph and PageRank algorithm to effec-

tively integrate fragmented knowledge in different UGC platforms. In this paper, 

fragmented knowledge from different platforms is collected. After data prepro-

cessing, PageRank innovation algorithm is used to calculate the importance score 

of each knowledge node, and the relevance and importance of nodes are taken as 

the basis of integration, and it is organically organized into a unified knowledge 

graph. Nodes in the graph represent knowledge elements on different UGC plat-

forms, while edges represent the relationships between them, forming a hierar-

chical integrated knowledge graph. Experiments show that this method can not 

only significantly improve the quality of integrated knowledge, but also effec-

tively solve the problem of information fragmentation among different UGC plat-

forms. This research provides an innovative solution for cross-platform frag-

mented knowledge integration, so as to help learners make better use of frag-

mented knowledge to improve learning effect, provide better learning resources 

and guidance for educators and learners. It is expected to be widely used in the 

field of knowledge management and integration. 
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1 Introduction 

In today's information age, the cyberspace is full of huge and fragmented knowledge[1]. 

Fragmented knowledge is usually scattered and fragmented knowledge obtained from 

different sources and channels, which is distributed in different network platforms, sub-

ject areas and contexts, forming a complex and intricate knowledge network. Users are 

often faced with the challenge that fragmented knowledge is difficult to integrate when 

they pursue comprehensive understanding and access to information. Although the cur-

rent search engine has made remarkable progress in providing information retrieval[2], 

it mainly relies on keyword matching, and users are often faced with the situation of  
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scattered and fragmented information, and are often unable to effectively understand 
and integrate cross-domain and cross-platform knowledge fragments. 

In this context, the emergence of knowledge graph provides a new way to integrate 
fragmented knowledge. With its structured representation of entities and relationships, 
knowledge graph can better express the structured correlation between knowledge and 
connect knowledge nodes in different domains and platforms. At the same time, Pag-
eRank algorithm, as a classic network analysis tool, is widely used in web page ranking. 
However, in the knowledge graph, the traditional PageRank algorithm may not fully 
consider the structural association between nodes, thus affecting the overall knowledge 
integration effect. 

There are still some limitations in the intelligence and accuracy of integrating frag-
mented knowledge. Therefore, this study aims to deeply explore the combination of 
knowledge graph and PageRank algorithm, solve the problem of fragmented 
knowledge integration through innovative methods, and provide users with more com-
prehensive and in-depth knowledge acquisition experience. Through this research, we 
expect to make a positive contribution to solving the problem of information fragmen-
tation, promoting the progress in the field of knowledge integration and better meeting 
the knowledge needs of users in the information age. 

2 Related work 

2.1 Fragmented Knowledge Integration Methods 

Fragmented knowledge comes from a wide range of sources and the content quality is 
not the same. How to collect, integrate and use fragmented knowledge to realize the 
ordering and aggregation of knowledge is an urgent problem to be solved at present. 
Sharma et al. realized efficient knowledge organization on the semantic Web by chang-
ing the ontology, and improved the results of Web mining by using machine under-
standing to represent the structure of web documents[3]. Zheng et al. built a faceted 
hierarchy based on the correlation between facets through the knowledge forest, and 
organized the facets into a tree-like structure according to the correlation strength to 
integrate fragmented knowledge[4]. Liang et al. analyzed the characteristics of frag-
mented learning behavior, reorganized knowledge in online education according to 
learners' individual learning needs, and helped and guided learners to make full use of 
fragmented time to obtain accurate and meaningful knowledge content[5]. In order to 
better understand the methods used for fragmented knowledge integration, we made a 
feature comparison between traditional knowledge integration methods and knowledge 
graph-based fragmented knowledge integration methods, as shown in Table 1. 

Table 1. Comparison between traditional knowledge integration and fragmented knowledge in-
tegration based on knowledge graph 

Feature Traditional integration Knowledge graph integration 
Data sources From professional databases From multiple UGC platforms 
Data treating Manual induction Automatic scraping  
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Data structure Adopt planar structure Graphical structure  
Relevance Human judgment and rules Automatic association rule 
Visualization Limited visualization Rich graphical display  
Application area    Specific field or industry               Cross-domain integration 

2.2 Application of Knowledge Graph 

Knowledge graph is applied to various scenarios. Chandak et al. used knowledge graph 
to realize precision medicine and connect fragmented biomedical knowledge with pa-
tient-level health information[6]. For a given disease, information from these organiza-
tional scales is dispersed across different publications and data repositories, and grid-
based relationships are developed among these sources for precision medicine research. 
Due to differences in domain and understanding, Chinese grottoes with semantic 3D 
modeling pose great challenges to individuals lacking professional knowledge of cul-
tural heritage. In order to overcome these obstacles, Yang et al. proposed a knowledge 
graph representation to provide explicit knowledge for participants in different stages 
of semantic 3D modeling of Chinese grottoes[7]. Railway loop optimization is a com-
plex process that extensively uses human knowledge and experience, which is difficult 
to be recognized by computer. In order to solve the above problems, Pu et al. proposed 
the earliest known knowledge graph modeling method for railway alignment optimiza-
tion, designed a hierarchical classification semantic network modeling method for rail-
way alignment design knowledge, and built the knowledge graph for railway alignment 
design on this basis[8]. 

2.3 PageRank Algorithm and Its Application 

In recent years, Was et al. have proposed more than a hundred centrality measures, each 
evaluating the location of nodes in a network from a different perspective, investigating 
the fundamental problem of identifying the most important nodes in a network, and 
providing the first axiomatic characterization of the general form of PageRank[9]. How 
to identify important nodes in multi-layer networks is still an unsolved problem in net-
work science. In the past few decades, Lv et al. have defined various centrality methods 
from different perspectives to find influential nodes in multi-layer networks, and 
weighted the shortest path between any two nodes in all network layers[10]. 

3 Fragmented Knowledge Structure 

The integration of fragmented knowledge is one of the important challenges in the field 
of knowledge management. In this section, we will analyze the structure of the 
knowledge graph, which is the core of integrating fragmented knowledge. In the 
knowledge structure diagram in Fig. 1, we can see that the knowledge unit structure is 
described as G = (C, S, N, D, W), where G represents the knowledge graph, C represents 
the domain scope of the graph, S represents the knowledge source, N represents the 
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knowledge node, W represents the edge weight, and D represents the degree of the 
knowledge node.  

C = {C1, C2, ..., Cn} is a knowledge domain, representing a collection of source do-
mains of fragmented knowledge, including fragments of knowledge in n different do-
mains. S = {S1, S2, ..., Sz} is a collection of sources. Knowledge points in the same field 
may come from different UGC user generation platforms, and there are z sources of 
knowledge points. We need to collect fragmented knowledge in the same field from 
different sources. N = {N1, N2, ..., Nm} represents the knowledge point set, with a total 
of m knowledge nodes, and the more knowledge nodes, the more fragmented 
knowledge. W = {W1, W2, ..., Wk} represents the set of edge weights of knowledge 
nodes, the larger the edge weights, the more important the relationship between two 
knowledge nodes is in the whole knowledge structure system, Wk represents the weight 
of the KTH knowledge node. D = {D1, D2, ..., Dt} represents the degree set of 
knowledge nodes, the greater the degree of a knowledge node, the closer the association 
with other nodes, dt represents the degree of the t node. 

 
Fig. 1. Knowledge structure diagram 

4 Knowledge Graph Integrates the Improved PageRank 
Algorithm of Fragmented Knowledge 

The ordinary PageRank algorithm has certain limitations, which cannot clearly show 
the importance of different knowledge nodes, thus affecting the connection effect of 
different nodes in the knowledge graph. It needs to be improved. The specific formula 
after improvement is shown in (1).  

PR(𝑉𝑉𝑖𝑖) =  
1 − 𝑞𝑞
𝑁𝑁

+ 𝑞𝑞�
TF(𝑖𝑖) ∙ PR�𝑉𝑉𝑗𝑗� ∙ Weight�𝑣𝑣𝑗𝑗�

Degree�𝑣𝑣𝑗𝑗� ∙ ∑ 𝑇𝑇𝑇𝑇(𝑘𝑘)𝑘𝑘𝑖𝑖∈𝑁𝑁(𝑗𝑗)
(1) 
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In formula (1), Where q is the damping factor, typically set to 0.85, and N represents 
the total number of nodes. Degree (Vj) is the total Degree of Vj and Weight (Vj) repre-
sents the weight of the edge (Vi, Vj). We replace the output of the calculated vertices in 
the original algorithm with the sum of degrees of the vertices Degree(Vj), which is the 
sum of the degrees of the vertices calculated. In this way, the directionality is ignored 
and the algorithm is applied to the undirected graph. Then multiply the Weight of the 
edges (Vi, Vj) by Weight (Vj), the greater the weight between the edges, the more im-
portant the relationship between the entities. TF(i) represents the word frequency of 
knowledge node i, ∑ 𝑇𝑇𝑇𝑇(𝑘𝑘)𝑘𝑘  represents the sum of the word frequency of all 
knowledge nodes. On the basis of the original algorithm, TF can better reflect the im-
portance of keywords in the text, so as to be more accurate in the processing of text 
data and further deepen the correlation degree. We derive and expand formula (1) and 
combine TF(i), Weight(Vj), Degree(Vj), ∑ 𝑇𝑇𝑇𝑇(𝑘𝑘)𝑘𝑘  from the algorithm to obtain θij, 
presenting it as a term in the derived formula (2).  
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In formula (2), Where PR(Vi) is the new PageRank value of node Vi. The specific 
expression of θij is given by formula(3). When Vi and Vj are not connected, θij = 0. The 
larger the word frequency of node Vi, the larger θij and the larger the weighted degree 
of node Vj, the larger θij. 

𝜃𝜃𝑖𝑖𝑖𝑖 =  
TF(𝑖𝑖) ∙ Weight�𝑣𝑣𝑗𝑗�

Degree�𝑣𝑣𝑗𝑗� ∙ ∑ 𝑇𝑇𝑇𝑇(𝑘𝑘)𝑘𝑘
(3) 

First we initialize each node with a PageRank score of 1.0, which means that each 
node has the same initial importance. Then the above calculation steps are repeated to 
iteratively calculate the PageRank score of each node. In the calculation process, the 
PageRank score of the target node is updated by considering the PageRank score of the 
neighbor nodes and the number of their neighbor nodes. After each iteration, check 
whether the PageRank value converges. A convergence threshold is set, and the algo-
rithm stops iterating when the change in PageRank value is less than the threshold. 
Once the iteration is complete, the PageRank value of each node converges to the final 
result, and the PageRank value of the node is updated through multiple iterations, Fi-
nally, the final sorting result is generated according to the importance of nodes. 

The main steps of knowledge graph construction are as follows. To begin with, we 
preprocess the collected fragmented knowledge, add the source node, relation node and 
target node of each knowledge fragment to the knowledge graph by using Gephi soft-
ware. Then, we apply the improved PageRank algorithm to the knowledge graph, The 
attributes of knowledge nodes in the graph are updated according to the ranking results 
of PageRank values of different knowledge nodes after iterative calculation, and finally 
output the knowledge graph integrated by the algorithm. The graph contains all the 
nodes and the relationships between them, which can help us better understand and use 
the fragmented knowledge. 

Our pseudocode for integrating fragmented knowledge using knowledge graph with 
improved PageRank algorithm is shown in Table 2. 
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Table 2. Pseudocode for integrating fragmented knowledge with PageRank algorithm 

Algorithm: Integration of Fragmented Knowledge using PageRank 
Input: Crawled knowledge; 
Output: Integrated knowledge graph; 
Step 1: Construct knowledge graph;  
Step 2: Initialize PageRank scores; 
Step 3: Iteratively calculate PageRank scores until convergence; 
Step 4: Update PageRank scores; 
Step 5: Get nodes sorted by PageRank scores; 
Return Integrated knowledge graph;    

5 Experiment and Results 

5.1 Experimental Data Source and Knowledge Graph Integration 
Process 

In this experiment, we used the Octopus collector to collect knowledge points related 
to data structure from Tik Tok, Weibo, Zhi hu, Post Bar and classroom PPT as research 
cases. After data collection, word segmentation and other data preprocessing opera-
tions, 161 knowledge nodes and 154 knowledge data of different node relationships 
were obtained. These data are saved in .CSV format, and then the improved PageRank 
algorithm is used to mine the entity relationship. Finally, the relationship between 
knowledge elements is displayed by knowledge graph. The algorithm first constructs 
the knowledge graph and integrates the fragmented knowledge captured from different 
UGC platforms into a hierarchical graph, where nodes represent knowledge points and 
edges represent the correlation between knowledge points. Then, by using edge weights 
and vertex degrees, the improved PageRank algorithm is used to calculate the scores of 
nodes in the graph, consider the relationship between nodes and their neighbors, and 
determine the importance of nodes. In the iterative process, the PageRank score is cal-
culated by updating and converging, and the relative importance of each node is finally 
obtained. By sorting nodes according to PageRank score, the effect of the original 
knowledge graph is improved. 

5.2 Integration Results of Knowledge Node PageRank Value 
Distribution Table and Knowledge Graph 

We show the knowledge nodes of the Top6 PageRank values in the experiment as well 
as the degrees and weights of the nodes in Table 3. We present the integrated knowledge 
graph in Fig. 2, In the graph, we can see that knowledge points from different sources 
are integrated, and knowledge points from different sources are displayed in different 
colors in the graph. In the graph, we can see that different knowledge nodes have dif-
ferent sizes, and the importance of different knowledge is demonstrated by the size of 
knowledge nodes. The larger the node is, the more important the knowledge point is. 
When learning and applying related knowledge, we can learn different knowledge 
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points in turn according to their importance, so as to improve the learning efficiency 
and make fragmented knowledge easier to understand and apply. We observe that the 
integrated knowledge graph is significantly expanded in scale, which verifies the sta-
bility and effectiveness of the algorithm. 

Table 3. PageRank value, degree and weighting degree table of knowledge node 

Node PageRank Value Degree Weighting degree 
DS 0.168895 5 20.0 
Tik Tok 0.157894 4 18.0 
Zhi hu 0.128361 4 13.0 
PPT 0.148981 5 17.0 
Post Bar 0.142281 5 16.0 
Weibo 0.126443 3 10.0 

 
Fig. 2. Knowledge map 

In our study, we collected fragmented knowledge from different UGC platforms. 
Although our data came from multiple platforms, there may still be insufficient data in 
some fields or topics, which may lead to the biased integration results in some aspects. 
Future studies may consider choosing more extensive data sources to improve the com-
prehensiveness of knowledge integration. 
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6 Conclusions 

In this study, we explore the method of integrating fragmented knowledge by combin-
ing knowledge graph and PageRank innovation algorithm, deepen and fill the 
knowledge integration domain method, and provide an effective way to organize and 
utilize multiple fragmented knowledge. In the future, we will continue to work on im-
proving integration methods to further improve the accuracy and efficiency of integra-
tion. At the same time, we will explore more integration methods and apply integration 
methods to reasoning, prediction and recommendation, so as to apply the integrated 
knowledge graph to a wider range of application scenarios. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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