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Abstract. In the context of artificial intelligence and algorithmic influence on 

media ecology, what kind of impact will hosting communication face? When 

considering news production, news ecology, and news media in the era of intel-

ligent media, it is necessary to weigh the pros and cons of artificial intelligence 

in language communication, allowing human value to return to language, and 

fully leveraging the vital role of spoken language in exchanging ideas and con-

veying emotions. Thanks to the assistance of algorithms, whether it's simulating 

human voice, recognizing voice quality, or classifying acoustic scenes, algo-

rithms demonstrate their advantages in language communication, efficiently and 

effectively facilitating the dissemination of information. 
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1 Introduction 

With the widespread application of artificial intelligence and Internet of Things (IoT) 

technology in the media, technological innovations represented by big data applica-

tions, robot journalism, drone gathering, and virtual reality are profoundly impacting 

and changing the existing media ecology. Technology is leading the media into the "era 

of intelligent media." Artificial intelligence technology has brought about a new mode 

of news production different from traditional media, and the transformation based on 

algorithmic perspectives has further promoted the personalized production of news. In 

the broader context of artificial intelligence and algorithms deeply influencing the news 

media ecology, it is necessary to consider the new changes in hosting communication 

and analyze the pros and cons of artificial intelligence in language communication, 

thereby exploring the value of hosting communication in the era of intelligent media. 

In occasions where strict requirements are placed on voice quality for broadcasting and 

hosting, there is a broad market demand for the analysis and selection of voice quality. 

Voice simulation, to a certain extent, reduces the workload of practitioners, allowing 

them to focus more on quality control. Therefore, the classification of acoustic scenes 

is also indispensable. In conclusion, it is necessary to conduct research and analysis on 

voice simulation, voice quality recognition, and acoustic scene classification.  
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2 Artificial Intelligence Voice Simulation Enriches 
Hosting Communication in the Era of Intelligent 

Media[1][2] 

The development of artificial intelligence technology has not only changed the forms 
and mechanisms of media, but also enriched the forms of hosting communication, par-
ticularly evident in the widespread application of AI voice simulation. The integrated 
development of "AI + media" has expanded the application scope of artificial intelli-
gence in hosting communication, gradually transitioning from research applications in 
the audio broadcasting field to "audio + 3D animation." With the development of virtual 
image generation (P2A) and virtual image-driven technology, the voice, image, and 
functionality of virtual hosts continue to improve. At the same time, virtual hosts satisfy 
the need for interaction with the audience, allowing viewers to customize the appear-
ance of virtual hosts according to their personal preferences, including clothing, styling, 
lighting, and background, thereby meeting the diverse needs of different audiences to a 
large extent. In the intelligent era where significant changes and influences have oc-
curred in both "listening" and "speaking," diverse choices cater to the needs of different 
audiences, especially in the field of hosting communication. The unique expression and 
rich virtual images, supported by intelligent technology, are widely applied, providing 
a more diverse range of choices for the production and creation of communication in-
formation while achieving the integration of technology and art, demonstrating the "hu-
man-machine interaction" in hosting communication in the era of intelligent media.  

The MOS value reflects the subjective clarity of speech quality. According to ITU-
T G.107, the mapping relationship between parameter R and MOS values is defined as 
follows: 

 𝑀𝑂𝑆 ൌ ൝
1, 𝑅 ൏ 0

1 ൅ 0.035𝑅 ൅ 7𝑅ሺ𝑅 െ 60ሻሺ100 െ 𝑅ሻ ൈ
4.5, 𝑅 ൐ 100

10ି଺, 0 ൏ 𝑅 ൏ 100 (1) 

We can evaluate the quality of speech based on the above formula. 

3 Algorithm-Based Voice Quality Recognition[3][4] 

The information regarding a speaker's voice quality is embedded within the recognized 
information of the speaker. The analysis of voice quality falls under the branch of 
speaker recognition, thus research on speaker recognition is equally applicable to the 
analysis of voice quality in both theory and practice. Research on speaker recognition 
began as early as the 1930s, with early work focusing on human ear discernment ex-
periments and exploring the possibilities of auditory recognition. As research methods 
and tools have improved, studies have progressed beyond simple human ear discern-
ment.  

The recognition model has evolved from single-template models to multi-template 
models, from template models to vector quantization models, Gaussian mixture models, 
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hidden Markov models, and then to artificial neural networks. The recognition environ-
ment has progressed from recognizing a small number of speakers in noise-free envi-
ronments to recognizing a large number of speakers in complex environments. The 
recognition technology employed has developed from solely involving dynamic pro-
gramming to encompassing statistical signal processing, vector quantization and cod-
ing, system theory and methods, optimal estimation theory, artificial neural networks, 
and grey system analysis across multiple disciplines. 

Figure 1 illustrates the framework of a speaker voice quality recognition system. 
Similar to a speech recognition system, establishing and applying such a system can be 
divided into two stages: training and recognition. During the training stage, speakers 
utter several training sentences for each voice quality trait, upon which the system con-
structs templates or model parameters for each voice quality trait. In the recognition 
stage, the parameters extracted from the speech with the voice quality traits to be rec-
ognized are compared with the reference parameters or templates obtained during train-
ing, and a judgment is made based on certain similarities. 

 

Fig. 1. Block diagram of voice quality recognition system.  

4 Acoustic Scene Classification Algorithm[5] 

The sound carries a wealth of information about everyday environmental and physical 
events. Human inherent abilities enable us to perceive our surroundings through sound, 
such as bustling streets or quiet libraries. Additionally, humans can infer the environ-
ment and anticipate events by identifying individual sound sources, such as the sound 
of a car braking or soothing lullabies. With the widespread use of sound capturing de-
vices like smartphones, an increasing amount of audio is being recorded. The develop-
ment of signal processing and artificial intelligence technologies allows machines to 
automatically perceive and extract useful information from acoustic environments, en-
abling intelligent classification through multidimensional analysis. 

Acoustic Scene Classification refers to the use of signal processing and machine 
learning algorithms to perceive input audio signals and identify the environment in 
which the audio stream was produced, and label it with semantic tags[6] Ballas[7], using 
experimental psychology research, found that the recognition speed and accuracy of 
acoustic events are related to the acoustic properties of the stimuli, such as the fre-
quency of occurrence, the presence of certain physical cues, or the influence of prior 
sound knowledge. Acoustic scene signal processing involves multiple interdisciplinary 
fields including digital signal processing, acoustics, auditory psychology, and artificial 
intelligence, making it a highly comprehensive and cross-disciplinary subject. Research 
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on acoustic scene classification holds significant practical value. By recording audio in 
real-time through microphones, identifying acoustic environments, automatically as-
signing corresponding metadata to audio files, and then rendering acoustic scenes, it 
can serve as a necessary supplement to videos, thereby enhancing the immersion of 
VR/AR experiences[8]. 

The digital audio archives are growing rapidly, containing a vast array of speech, 
music, animal sounds, urban environmental sounds, and more. Currently, the utilization 
rate of these audio archives is much lower than that of text and image archives. By 
using machine learning methods to classify the acoustic scenes within these archives, a 
wealth of valuable information can be extracted. Acoustic scenes, in comparison to 
speech and music, lack sustained and distinct harmonic components, encompassing a 
wider range of acoustic events and a diverse set of signal features. Therefore, for ma-
chine listening systems, precise classification of environments is currently unachieva-
ble. Figure 2 illustrates the process of extracting acoustic event likelihood features, 
while Figure 3 depicts the structure of the audio dataset. It is worth noting that the audio 
dataset structure consists of sound data from common scenarios. 

 

Fig. 2. Extraction process of acoustic event likelihood features.  
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Fig. 3. Structure diagram of audio data set.  

5 Fuzzy Clustering Scoring 

In fuzzy clustering, the matrix formed by the rating results vectors of all factors affect-
ing the quality of broadcasting hosts is referred to as the domain. It is utilized through 
the formula: 

 𝑟௜௝ ൌ ቊ
1ሺ𝑖 ൌ 𝑗ሻ

1 െ 𝐶 ∑ ห𝑋௜௞ െ 𝑋௝௞หሺ𝑖 ് 𝑗ሻ௡
௞ୀଵ

 (2) 

The value of C follows the principle of 0≤C≤1, where C represents the scores given 
by experts to the broadcasting hosts for the primary indicator k. Establish the fuzzy 
relation matrix R on the domain based on the above formula. We can then determine 
which methods are most effective for broadcasting hosts and which methods have sim-
ilar levels of contribution. 

6 Conclusion 

The application of artificial intelligence (AI) technology has significantly enriched au-
diences' emotional experiences through visual and auditory enjoyment. This, however, 
has led to increased demands for hosting and communication. The fundamental func-
tions of hosting communication, including transmission, opinion guidance, public opin-
ion shaping, and cultural guidance, have been further strengthened. Host communica-
tion subjects must effectively manage the relationship between intelligent machines and 
humans, leveraging the role of AI in gathering information and analyzing data to reflect 
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diverse audience opinions. They must also value verbal language communication to 
exchange ideas and convey emotions, overcoming algorithmic information push and 
expanding audience information acceptance. Furthermore, they should focus on the role 
of sound in cultural heritage and identity, enhancing awareness of using standard lan-
guage and demonstrating information authority with appealing voices in multimedia 
integration environments. 

Moreover, research on acoustic scene classification needs to draw on cognitive sci-
ence to understand the human brain's mechanism in distinguishing acoustic scenes and 
optimize classification algorithms. Exploration of large-scale AI models can drive pro-
gress in speech signal processing, enabling complex feature learning, transfer learning, 
and multimodal task learning. 

In conclusion, voice simulation, acoustic scene recognition and classification tech-
nology still have promising development prospects in the future. Solving these issues 
will propel the broadcasting and hosting industry to higher levels. Additionally, the 
following measures can enhance the effectiveness of artificial intelligence in serving 
production activities: 1. Improve the algorithm recommendation mechanism to ensure 
that users can access diverse content and avoid information cocoons. 2. Strengthen the 
cooperation training between human and AI, so that the host can better use AI technol-
ogy to improve work efficiency.  
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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