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Abstract. With the gradual development and popularization of cloud computing 

technology, cloud computing has become an important support for government 

and enterprise information construction. However, traditional cloud computing 

platforms have problems such as low resource utilization and poor energy effi-

ciency management, and current energy efficiency research cannot guarantee the 

parallel application quality and efficiency. Therefore, this article proposes a green 

computing cloud platform model based on scalable orchestration, and studies the 

implementation of a polymorphic ant colony algorithm improved on consistency 

hashing algorithm, which improves the resource utilization of the cloud platform, 

reduces energy consumption, and realizes the green development of cloud data 

centers. On the one hand, based on the energy consumption analysis of cloud data 

centers, models for resource management, prediction, and elastic scaling have 

been proposed to achieve dynamic switch control of physical machines in cloud 

data centers, improving the effective resource utilization and energy efficiency 

management of cloud data centers; On the other hand, in response to the problem 

of poor performance caused by traditional data center load imbalance, a dynamic 

feedback mechanism is adopted to calculate the load rate of each node based on 

the physical machine CPU, memory and other information collected by cluster 

monitoring. Based on the resource scheduling strategy that integrates the con-

sistent hash load balancing algorithm and the polymorphic ant colony scheduling 

algorithm, the balanced distribution of scalable scheduling tasks is achieved, im-

proving the efficiency of resource balancing scheduling. 

Keywords: component; Green computing; Elastic expansion and contraction; 

Resource perception; Improving Ant Colony Algorithm; Resource allocation; 

Energy efficiency management 

1 Introduction 

With the increasing size of the cloud computing market, the scale of data centers car-

rying cloud services is also growing, which also leads to an increasing demand for en-

ergy in data centers. This not only brings high operating costs to operators, but also 

emits a large amount of carbon dioxide, exacerbating the greenhouse effect. At the same  
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time, low resource utilization is also an important factor affecting energy consumption 
in cloud data centers. In order to find efficient resource management mechanisms to 
improve resource utilization and achieve green computing, domestic and foreign schol-
ars have conducted many studies on the energy consumption of cloud computing re-
source management. Wang Yuan[1] proposed a CPU usage prediction algorithm based 
on deep belief networks and particle swarm optimization algorithm, as well as a multi 
cloud data center resource allocation method based on request prediction, for single or 
multiple cloud data centers. Although this method has high prediction accuracy, the use 
of swarm intelligence algorithm optimization results in longer time consumption than 
other single prediction algorithms, and only considers single step prediction without 
studying multi-step prediction. Zhou Zhi[2] proposed an online optimization system for 
cross domain data center energy consumption cost and carbon emissions collaborative 
optimization based on a progressive research approach of energy efficiency optimiza-
tion, incentive mechanisms, and application expansion. However, the optimization and 
management of energy efficiency in data centers without considering multiple energy 
supply options. Ismaeel et al.[3] developed a predictive model that combines k-means 
clustering techniques and extreme learning machines. By using models to estimate fu-
ture VM requests in historical data centers and improving the accuracy of prediction 
models, energy savings, performance improvements, and increased profits for custom-
ers and service operators have been achieved. Kholidy[4] proposed a swarm intelligence 
based method to predict CPU utilization, memory utilization, response time, and 
throughput. It combines multiple support vector regression models and autoregressive 
comprehensive moving average models for prediction, and uses PSO to select the best 
features and estimate the parameters of these two models. 

Based on the above research status, although a large number of scholars at home and 
abroad have conducted many studies on green computing, mainly focusing on reducing 
energy consumption or energy costs to achieve the goal of energy conservation and 
emission reduction in data centers. But at present, research only focuses on energy ef-
ficiency management or resource scheduling, without considering the content of user 
business needs. In addition, during the promotion and application process, due to the 
random user business load, current research cannot guarantee the parallel energy effi-
ciency and quality efficiency. This article proposes a green computing cloud platform 
model based on the above research and business operation requirements, and studies 
the construction of green cloud data centers from two aspects: automatic perception and 
orchestration of global resources and elastic scaling based on business attributes. On 
the one hand, based on the energy consumption analysis of cloud data centers, models 
for resource management, prediction, and elastic scaling have been proposed to achieve 
dynamic switch control of physical machines in cloud data centers; On the other hand, 
based on the physical machine CPU, memory, and other information collected by clus-
ter monitoring, a dynamic feedback mechanism is adopted to calculate the load rate of 
each node. Based on the integration of consistent hash load balancing algorithm and 
polymorphic ant colony scheduling algorithm, a cloud platform resource balancing 
scheduling strategy is implemented to achieve balanced distribution of scalable sched-
uling tasks and improve the efficiency of resource balancing scheduling. To implement 
the "dual carbon" strategy, green computing has moved from an optional option to a 
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mandatory one. This method has reference value for designing cloud platforms based 
on green computing. 

2 A solution for Green Computing Cloud Platform based 
on Scalable Orchestration 

2.1 Green Computing Cloud Platform Model 

Based on the dynamic start stop of idle devices, the green computing cloud platform 
model arranges and scales the actual occupied resources from the perspective of user 
business, and controls reserved resources with configurable load rates, effectively 
achieving energy efficiency control of green cloud data centers. The green computing 
cloud platform model is shown in Figure 1, which mainly includes modules such as 
orchestrator, scaling strategy, cluster monitoring, and multi cloud collaboration. The 
cluster monitoring service is equipped with an energy efficiency control switch, set to 
True, which will determine resource occupancy and shutdown quantity based on preset 
rules, and then operate the server shutdown. In the orchestration process, a scaling strat-
egy is introduced to dynamically adjust the server's operating status (such as sleep, 
wake-up, etc.) based on workload, network traffic, and disk IO status, in order to opti-
mize server energy consumption. 

The energy consumption of data centers is mainly generated by components such as 
the CPU, disks, power supply, and memory of physical machines. Numerous studies 
have shown that, CPU utilization is an important factor affecting the energy consump-
tion of physical machines[1]. This article uses CPU utilization to calculate the energy 
consumption of physical machines, as shown in formula 1. 

 𝑃𝑀𝐸
𝜎 𝛼 𝑃𝑀 , 1 𝛼 𝑃𝑀 ,

𝜎 𝑃𝑀 ,   (1) 

Among them, 𝑃𝑀𝐸  represents the energy consumption of the k-th physical ma-
chine in the nth data center, 𝛼  represents the CPU utilization of the physical ma-
chine, 𝑃𝑀 , , 𝑃𝑀 , , 𝑃𝑀 ,  represents the power consumption of the k-th 
physical machine in the n-th cloud data center when it is in working, idle, and standby 
states, respectively, 𝜎 represents the duration.  

Therefore, the energy consumption of the cloud data center 𝐷𝐶  is shown in for-
mula 2. 

 𝐷𝐶𝐸 ∑ 𝑃𝑀𝐸     (2) 

The total energy consumption of all data centers is shown in formula 3.  

 𝐸 ∑ 𝐷𝐶𝐸    (3) 
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Fig. 1. Green computing cloud platform model 

The green computing solution based on scalable orchestration proposed in this study 
starts from receiving task requests, arranges and matches appropriate nodes to carry 
user application services according to the cloud infrastructure type requested by the 
template, and combines scaling strategies to control the expansion and contraction of 
user applications. During this process, the orchestrator interfaces with cluster monitor-
ing, dividing different host aggregates based on their service characteristics (computa-
tionally intensive, memory read/write, disk IO, etc.) based on the computing node in-
formation reported by each cloud platform. Then, the resource usage of each host ag-
gregation is counted, and the remaining nodes are controlled to switch on and off ac-
cording to the configured overload rate. For example, the computationally intensive 
host aggregation reported by the resource includes 10 physical machines, but their CPU 
and memory usage are quantified as 3 and 5, respectively. Based on the maximum re-
source consumption, virtual resources use 5 physical machines. At this time, cluster 
monitoring will shut down excess machines according to the configured overload rate 
(default of 50%), that is, shut down 2 servers. The number of server shutdowns is equal 
to the total number reported by the host aggregation minus the number of real-time 
occupied machines, and then minus the number of machines occupied by the overload 
rate. The resource control model is shown in formula 4. 

 𝑆𝑁 ⌊𝐷𝐶𝑁 MAX 𝑁 , 𝑁 1 𝛽 ⌋   (4) 

Among them, 𝑆𝑁  represents the number of physical machines that need to be shut 
down in the nth data center, 𝐷𝐶𝑁  represents the number of physical machines in the 
nth data center, 𝑁  represents the physical machine usage calculated based on CPU 
usage, 𝑁  represents the physical machine usage calculated based on memory us-
age, 𝛽 represents the overload rate of the system configuration, which defaults to 50%. 

When quantifying the actual usage of cluster servers, on the one hand, it is necessary 
to consider CPU and memory overmatching, and on the other hand, it is necessary to 
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consider the CPU and memory reserved after physical machine virtualization. The num-
ber of machines controlled by overload rate is a dynamically changing quantification, 
mainly aimed at dynamically controlling the reserved amount of resources occupied by 
scalable user services based on the load of the cluster, and avoiding resource constraints 
during peak periods. In addition, in extreme cases, when the reserved resources cannot 
support business resource scaling, the reserved resources can maintain buffer time for 
turning on and off machines. 

The cluster monitoring component utilizes API adaptation interfaces to interface 
with multiple data centers, collect device information of host clusters, including com-
puting, storage, network, containers, and other resources, and then manage the resource 
utilization balance between nodes and data centers. The load of each physical machine 
refers to the average utilization rate of CPU, memory, disk, and network bandwidth 
within a scheduling domain. The imbalance degree of physical machines is shown in 
formula 5. 

 𝑃𝑆 ∑ 𝑃𝑀 ∙ 𝑃𝑀 ∙ ∙ ∑ 𝑃𝑀 ∙

𝑃𝑀 ∙ ∙ ∑ 𝑃𝑀 ∙ 𝑃𝑀 ∙ ∙ ∑ 𝑃𝑀 ∙ 𝑃𝑀 ∙ ∙    (5) 

Among them, 𝑃𝑆  refers to the imbalance of physical machines, 𝑛 is the 
number of physical machines, 𝑃𝑀 ∙ ,𝑃𝑀 ∙ ,𝑃𝑀 ∙  and 𝑃𝑀 ∙  are the utiliza-
tion rates of physical machine i's CPU, memory, disk, and network bandwidth, respec-
tively. 𝑃𝑀 ∙ ∙ , 𝑃𝑀 ∙ ∙ ,  𝑃𝑀 ∙ ∙  and 𝑃𝑀 ∙ ∙  are the average utili-
zation rates of CPU, memory, disk, and network bandwidth for physical machine i, 
respectively. 

2.2 Global Orchestration Module 

Cloud resource global orchestration technology, as an important part of the cloud com-
puting field, can achieve unified management and efficient scheduling of cloud re-
sources, improve the utilization rate and service quality of cloud resources[5]. This chap-
ter aims to propose an implementation scheme of global orchestration of cloud re-
sources to provide technical support for the further development of green computing, 
as shown in Figure 2. The object of resource orchestration is the user's cloud resources 
and applications deployed and configured in cloud servers. In order to simplify the 
management of cloud computing resources, a unified management of a set of cloud 
resource lifecycles is achieved by defining templates, and the function of automated 
application deployment is provided. Write a template file based on the template speci-
fication defined by the resource orchestration service, defining the required cloud com-
puting resources (such as cloud server instances, cloud hard disk instances, etc.), de-
pendencies between resources, and installation scripts for applications in the template. 
The orchestration engine of the resource orchestration service will automatically create 
and configure all resources based on the template content, achieving automated deploy-
ment of applications. Resource orchestration also provides a wide variety of service 
templates, allowing users to quickly build the services they need using the provided 
service templates. Resource orchestration mainly provides capabilities such as template 
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management, resource stack management, resource type management, application 
management, and template market management. The implementation plan for global 
orchestration includes: 

(1) Support cross regional template configuration. Specify different resources when 
creating templates and resources 

(2) Multi resource parameter configuration: supports the configuration of required 
resource parameter information for different regions, including mirrors, VPCs, subnets, 
etc. 

(3) VPC mapping maintenance: Considering that the VPC resources in each region 
can only be used in the current region, it is necessary for VPC to support cross regional 
interoperability. When arranging, specify the corresponding VPC information for each 
region, and maintain relationship mapping for VPCs in different regions. 

(4) Resource mounting configuration: Resources between multiple regions cannot 
be mounted, and resource mounting rules need to be limited. 

(5) Service deployment configuration: involves the deployment of services in mul-
tiple regional resources, and it is necessary to specify the corresponding regional soft-
ware package pull warehouse and corresponding regional script configuration. 

(6) Monitoring and logging: Multi region resource activation and deployment, mon-
itoring information of resources needs to be queried from monitoring systems and log 
collection systems in different regions. 

(7) Layout engine parsing template: Manage resource information in different re-
gions according to execution rules. 

 

Fig. 2. Implementation plan for global orchestration 
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2.3 Elastic Expansion Module 

The elastic scaling module mainly realizes the function of automatically scaling user 
cloud resources. In terms of architecture, it includes Open API, scaling management, 
facility management, etc.  

In terms of strategy management, elastic scaling supports timed strategy, periodic 
strategy, and indicator based monitoring strategy. Among them, the scheduled/periodic 
strategy supports four types of strategy scheduling: scheduled, daily, weekly, and 
monthly; The monitoring strategy supports triggering types such as maximum, mini-
mum, and average monitoring indicators. In terms of scaling control, after the policy is 
triggered and executed, scaling control combines the policy content and cloud service 
instance information to identify scaling activities, generate scaling templates, and hand 
them over to the resource scheduling engine for cloud resource control. In terms of 
resource scheduling, the resource scheduling engine receives scalable template data, 
synchronizes resource status, and dynamically creates and deletes resources such as 
cloud servers, cloud hard drives, and elastic public IP addresses for cloud users. In 
terms of scaling group management, a scaling group is a logical grouping of cloud re-
sources with the same scaling configuration, which can perform health checks on cloud 
resources and perform management operations. Figure 3 shows the scheduling task 
management process. 

 

Fig. 3. Scalable timed task management process 

The scaling group instance management module is the core functional module re-
sponsible for creating, deleting, and querying scaling group instances, using scaling 
strategies, moving cloud server instances in and out, and triggering activities. Scaling 
group instance management module, which internally maintains the creation, query, 
and deletion operations of instances, as well as simultaneously maintains the move in 
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and move out operations of cloud servers; In addition, use the scaling rule management 
module to manage scaling strategies, and complete initialization and manual triggering 
operations through the scheduled task management module and activity management 
module. In order to achieve efficient resource allocation, the scalability module can 
predict the resource situation of virtual machines in the future, and the predicted results 
are used to guide resource allocation[6]. The resource prediction model is shown in for-
mula 6. 

 𝐹 𝑇 𝐹 𝑡 𝛼 𝐷𝑃 𝐶𝑃𝑈𝐴 𝑄   (6) 

Among them, 𝐹 𝑇  represents the predicted total number of application requests 
deployed on the virtual machine 𝑉𝑀  at time T, while 𝑄  represents the historical 
dataset of the actual total number of application requests deployed on the virtual ma-
chine 𝑉𝑀  in the nth cloud data center. 

Generally speaking, the more complete the collection and fusion of resource data, 
the more accurate the calculation results of elastic expansion conditions will be. Let 𝜑 
represent the established cloud platform resource data collection coefficient, 𝑗 repre-
sents the resource data fusion processing coefficient per unit time, ℎ represents the 
maximum collection amount of cloud platform resource data per unit time, and the con-
ditions for elastic expansion are shown in formula 7. 

 𝑋 𝜑ℎ 𝑗    (7) 

Among them, 𝜃  and 𝜃 represent two different cloud platform sensing demand 
conditions, where the amount of resource data search is equal to 𝛽, 𝑓 represents the 
resource data transfer coefficient in the cloud platform environment, �̅�represents the 
average amount of cloud platform resource searches per unit time, 𝛿 represents the 
transmission efficiency of resource data, 𝑘  represents the initial storage value of data 
information. 

Scaling activity management is responsible for the execution of elastic scaling ac-
tions, including five activities: initialization of scaling group instances, maintenance of 
expected number of instances, maintenance of maximum/minimum number of in-
stances, manual triggering of rule activities, and timed task triggering of rule activities. 
The activity management module receives trigger inputs from the scheduled task man-
agement and scaling group instance management modules, uses the template manage-
ment module to produce and execute templates, calls the interface provided by the fa-
cility management service, and completes the execution of activity content[7]. Each ac-
tivity is completed by an independent thread. The state switching of the five activities 
is shown in Figure 4. 
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Fig. 4. Scaling activity state switching 

The scaling activity sets the trigger execution time for different priority activities 
based on the type of strategy, achieving time priority. The execution logic is as fol-
lows[8]: 

(1) At the same time point, multiple strategies are triggered simultaneously (alarm 
strategy, timing strategy, and periodic strategy), with the priority order being alarm 
strategy>timing strategy>periodic strategy. The scaling group executes according to the 
priority of the strategy, and can only execute the same type of strategy at the same time 
point. 

(2) During the cooling time, the scaling group will reject scaling activities triggered 
by alarm policies. Scaling activities triggered by other types of scaling policies (such 
as timed and periodic policies) are not restricted, but the cooling time will be recalcu-
lated in seconds.  

(3) There are multiple alarm policies set, and if multiple policies are met at the same 
time, the multiple policies for the alarm will be executed simultaneously.  

2.4 Implementation of Multi state Ant Colony Algorithm Improved by 
Consistent Hashing Algorithm 

Traditional cloud resource scheduling algorithms often struggle to achieve ideal results 
when facing the dynamically changing cloud environment in the green computing cloud 
platform model mentioned earlier. Therefore, this article proposes an improved poly-
morphic ant colony cloud resource scheduling algorithm based on consensus hashing 
algorithm, aiming to improve the efficiency and performance of cloud resource sched-
uling. 
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The consistency hash algorithm is mainly used to establish a dynamic hash ring 
based on scalable orchestration, identify resource node mapping, and load balancing[9]. 
The specific implementation is as follows: 

(1) Hash the resource nodes in the green computing cloud platform model that are 
in the on state to obtain the hash value of each node. 

(2) Map nodes to a circular hash space based on hash values, forming a dynamic 
hash ring. The so-called dynamic hash ring refers to when a node is in a shutdown state, 
it will be removed from the hash ring. When the node is in a power on state, it will retry 
step (1) and add the node to the hash ring. 

(3) Using the cluster monitoring module in the green computing cloud platform 
model to dynamically feedback the load rate and ranking of all hash nodes, in order to 
determine whether load adjustment is needed for hash nodes. Collect the CPU, memory, 
disk, and network usage of each server node at a fixed cycle, set CPU, memory, disk, 
and network weight coefficients, and calculate the dynamic load. The calculation 
method is as shown in formula 8. 

 𝑃𝐷 𝑤 𝑐 𝑈 𝑖 𝑤 𝑚 𝑈 𝑖 𝑤 𝑡 𝑈 𝑖 𝑤 𝑛 𝑈 𝑖     (8) 

Among them, 𝑐 ,𝑚 ,𝑡  and 𝑛  are the normalized number of CPU cores, memory 
capacity, disk, and network bandwidth of the node, 𝑈 𝑖 ,𝑈 𝑖 ,𝑈 𝑖  and 
𝑈 𝑖  are the CPU utilization, memory utilization, disk utilization, and network band-
width utilization of the node, respectively. 𝑤 ,𝑤 ,𝑤  and 𝑤  are the weight coeffi-
cients of each load evaluation indicator information, and𝑤 𝑤 𝑤 𝑤 1. 

(4) When a node is overloaded, according to the characteristics of the consistency 
hash algorithm, some tasks are migrated to adjacent nodes to achieve load balancing. 

Based on the above algorithm, an improved ant colony algorithm is used to establish 
a hash ring for dynamic nodes of the green computing cloud platform before scaling 
and scheduling. This algorithm is used to schedule m virtual machines to n hash nodes, 
improve scheduling efficiency and system load balancing. Combined with virtual ma-
chine hot change technology, the energy consumption of the cloud data center is mini-
mized during normal operation[10]. The improved ant colony algorithm in this article 
requires the following steps to solve the problem: 

(1) Initialize the number of iterations to 𝑡 0, and set the original pheromone of the 
node to 𝜏 𝜑 ∙ 𝑃𝑆 𝜔 ∙ 𝑃𝐷 . 

(2) Each ant in the AntList represents a virtual machine creation request, and m ants 
are arranged based on the size of resource requirements. 

(3) Formula 9 represents the host selection mechanism of ants. In the formula, 𝑃  
represents the probability of the 𝑖-th hash node being selected by ants, 𝜏  represents 
the pheromone of the 𝑖-th host, and 𝜇  represents the cost-effectiveness of the 𝑖-th 
host. 𝛼 and 𝛽 represent the importance of 𝜏  and 𝜇 , and 𝑎𝑙𝑙𝑜𝑤𝑒𝑑  represents the 
set of hash nodes that can be matched, while 𝑡𝑎𝑏𝑢  represents the set of hash nodes 
that cannot be matched or have already been matched. When the hash node i is selected 
by the ant, it is placed in 𝑡𝑎𝑏𝑢 , and the virtual machine creation request dispatches 
resources to the hash node, and these virtual machines are deleted from the AntList. 

96             M. Xiong et al.



 𝑃
∙

∑ ∙
    𝑖, 𝑘 ∈ 𝑎𝑙𝑙𝑜𝑤𝑒𝑑

0                                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒         
       (9) 

(4) If AntList is not empty, return execution. Then, if all ants are empty, execute (2). 
(5) 𝑡 𝑡 1 
(6) Hash nodes use equation 10 to calculate the volatilization of pheromones, where 

𝜌 is the volatilization rate. 

 𝜏 𝑡 1 𝜌 ∙ 𝜏 𝑡 1          (10) 

(7) The ant colony releases pheromones according to formulas 11 and 12, where 
∆𝜏  is the pheromone released by the 𝑘-th ant on i between 𝑡 1 and 𝑡. If the 𝑘 -th 
ant passes through host i from 𝑡 1 to 𝑡, then ∆𝜏 𝑄/𝑃𝑘, where 𝑄 is a constant 
and P is the total power of 𝑘 passing through the hash node; Otherwise ∆𝜏 0. 

 𝜏 𝑡 𝜏 𝑡 ∆𝜏         (11) 

 ∆𝜏 ∑ ∆𝜏            (12) 

(8) If the total power of this optimal scheduling is smaller than the optimal schedul-
ing in the previous path process, then this scheduling is selected as the optimal sched-
uling. If the maximum number of times is reached or the optimal scheduling power no 
longer changes, the ant colony algorithm ends. Otherwise, repeat the above steps. 

3 Test and Verification 

Deploy the services of two cloud platforms in a containerized manner according to the 
previous green cloud platform model, including orchestration services, scaling services, 
cluster monitoring services, virtualization services, etc. Among them, the cloud plat-
form obtained from the cluster monitoring service includes 5 computationally intensive, 
10 memory optimized, 4 I/O read-write, and 3 general-purpose computing. And the 
CPU over ratio of the cloud platform is 6, the memory over ratio is 1, and the overload 
rate is configured at 50%. The actual number of servers occupied by the cloud platform 
and the number of servers that can be shut down are shown in Table 1. 

Table 1. Cloud Platform Resource Occupation and Shutdown Information 

 Actual occupancy quantity Number of shutdowns 

Computationally intensive 2 2 

Memory optimized 3 5 

I/O read-write type 1.8 1 

Universal computing type 1.2 1 
The number of tasks to be assigned has gradually increased from 50 to 300, and other 

parameters such as network bandwidth and network delay are randomly generated by 
the platform. Combined with the parameter selection in Section 2.4 of this article, the 
various parameters are set as shown in Table 2. 
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Table 2. Cloud Platform Resource Occupation and Shutdown Information 

Parameter Value 

𝛼 0.8 
𝛽 1.0 
𝜌 0.6 

𝜑 0.5 
𝜔 0.5 

The task completion time and hash node imbalance of the original ant colony algo-
rithm and the improved ant colony algorithm in this article are shown in Figures 5 and 
6. 

 

Fig. 5. Physical node imbalance 

 

Fig. 6. Creating tasks with different quantities takes time 

In addition, Modify the number of replicas for the cluster monitoring service to 0, 
then set the value corresponding to energy_ efficiency switch in the configmap on 
which it depends to True. Finally, through the deploy of the edit service, set the number 
of replicas to 1, and the service will restart. Observing the service operation log, you 
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will see that the cluster monitoring service issues shutdown operations to the corre-
sponding server according to the calculated number of shutdowns in Tables 2. 

According to the threshold values of user application configuration workload, net-
work traffic, and disk IO status, the cloud platform will run continuously for one month 
and count the number of times the shutdown machine has been restarted. Among them, 
the cloud platform restarted one computationally intensive server and shut down one 
memory optimized server on the 10th; On the 15th, one memory optimized and one 
general-purpose computing were restarted; On the 23rd, one memory optimized model 
was shut down. The energy consumption recorded by the cloud platform has decreased 
by 23.4% compared to the previous month. 

In summary, a green computing cloud platform based on orchestration scaling can 
not only effectively control the energy consumption of data centers, but also greatly 
improve resource balance and scheduling efficiency. Prove the feasibility of this plan. 

4 Conclusions 

In summary, this article focuses on the solution of a green computing cloud platform 
based on scalable orchestration, including the green computing cloud platform model, 
global resource orchestration, and elastic scaling. Based on the energy consumption 
analysis of cloud data centers, resource control, prediction, and elastic scaling models 
are proposed to achieve dynamic switch control of physical machines in cloud data 
centers, improve the effective resource utilization and energy efficiency management 
of cloud data centers. Not only has energy efficiency management and resource sched-
uling achieved the goal of energy conservation and emission reduction in data centers, 
but also the goal of controlling resources according to the actual business needs of us-
ers. In the process of promoting applications, problems such as random user business 
loads have also been solved, and the parallel quality and efficiency of data center energy 
efficiency and user applications have been ensured. However, in terms of reducing en-
ergy efficiency costs in data centers, the impact of new energy sources such as wind 
and solar power on energy consumption costs has not been taken into account, and the 
differences in electricity prices among different regions in China have not been taken 
into account. 
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