
Stock price forecast based on improved Transformer 

Hongwei Zhang 

Shanghai Maritime University, Shanghai China 

Email: hwzhang_smu@163.com 

Abstract. Nowadays, the stock trading market is expanding day by day due to 

economic globalization, and the stock trading data is increasing day by day. How 

to use more effective methods to select high quality stocks from numerous stock 

data has become an increasingly concerned issue for shareholders. Time series 

prediction has broad application prospects, which attracts more and more re-

searchers to study it deeply. Moving average is a kind of technical index used to 

observe the trend of stock price change. It is one of the most widely used technical 

indexes and is often used in the task of predicting the trend of time series. But the 

original moving average indicator is obtained by calculating equal or preset 

weights assigned to the data of time series. Ignoring nuances of importance at 

different points in time; In addition, the same weight is used for various data of 

time series, ignoring the discrepancies in the intrinsic properties of different time 

series. The use of deep learning and machine learning methods to analyze and 

deal with stock trading data can effectively help shareholders to choose reasona-

ble stocks for trading. Nowadays, many researchers have attempted to use deep 

learning methods of artificial-intelligence technology to deal with the question of 

stock price and trend prediction, though they have achieved good results, but they 

lack the stability of stock price prediction ability for different forecasting cycles. 

This paper adopts Transformer in deep learning technology as the basic network 

architecture to solve the above problems, to predict the closing price of stock 

prices, input stock prices at different time scales into the model, which can pro-

cess more global time series feature information, and then use GRU technology 

to advance the features at different scales Row fusion enables the model to meet 

the predicted changes of data in different periods, this model is named MS-

Transformer. In this study, the data of China Securities 50 stocks were selected 

as the experimental data. The results prove that under the effect factors of 5 basic 

trading indicators (opening price, trading volume, highest price, lowest price and 

closing price), MS-Transformer model can be proved to have good performance 

in stock price prediction. 
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1 INTRODUCTION 

In the stock exchange market, early understanding of the patterns of stock ups and 
downs helps investors make wise risk investments. Stock trading satisfies the invest-
ment needs and investment intentions of different investors, increases the scope of in-
vestment choices, expands investment channels, to a certain extent meets the possibility 
of investors to obtain corresponding returns, and also enhances the liquidity and flexi-
bility of funds to a certain extent[1]. While the stock market brings benefits to investors, 
due to the existence of objective risks, it may cause economic losses to investors and 
have a negative influence on the operating conditions of the participating companies. 
These problems are difficult to avoid, so stock trend prediction becomes a highly con-
cerned task for operators [2]. The method of deep neural network is used to predict the 
stock trend, and many scholars participate in the stock trend prediction, which has be-
come one of the popular research tasks in the current academic field. In recent years, a 
variety of computer technologies have developed rapidly, the application of deep neural 
networks in the field of financial information [3][4] has become a key research object.  

Based on the traditional time series modeling methods, which mainly rely on statis-
tical theory, the linear model between stock characteristics and stock prices is estab-
lished, including the early moving average method, exponential average method and 
the Auto-regressive model (AR), moving average model (MA) and differential Auto-
regressive Integrated Moving Average model (ARIMA). This method is very strict to 
the rules of data distribution and integrity, and believes that there is only a linear rela-
tionship between the factors that cause stock price changes. However, it has been 
proved that there is a complex nonlinear relationship between stock price changes and 
its influencing factors, which also leads to the unsatisfactory accuracy of the final pre-
diction results of the traditional time series modeling method. Based on machine learn-
ing methods, researchers have used random forest algorithm, XGBoost algorithm and 
support vector machine algorithm to predict stocks and achieved better results than 
ARIMA model, because these classical machine learning algorithms can simulate the 
complex nonlinear relationship between stock characteristics and prices. 

As we all know, the traditional neural network is affected by its topology, the gen-
eralization ability is weak, and it is toilless to fall into local optimal in the iterative 
process. With the rapid growth of the era of large data, deep learning technology, with 
its more powerful learning ability and the ability of feature extraction has made break-
through progress, mainly includes the convolutional neural network (CNN), Cyclic 
Neural Network (RNN), and both Short-term and Long-Term Memory Net-
works(LSTM), etc. Deep learning has the feature of extracting features from a large 
amount of original data without relying on prior probability, so it has great potential for 
the research of stock data. RNN [5] is often used as the most effective method for price 
time series. However, with the increase of sequence length, RNN model is prone to the 
problem of gradient disappearance. LSTM[6] is a deep learning network designed 
based on RNN model, and this model solves the problem of memory storage and for-
getting of RNN model by adding gate mechanism, and has the forecasting ability of 
long price series. With the continuous improvement of the prediction result of the social 
requirement model, various of deep learning methods have also been constructed and 
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added to the network model. The function of the convolutional layer in the CNN model 
[7] is a method to capture the internal relationship of the input data. However, according 
to the characteristics of the convolutional kernel, the convolutional layer performs the 
same convolution for all the input data, and does not identify the correlation difference 
between different input data. Attention mechanisms[8] are constructed to identify dif-
ferences between input data, selectively connect relevant information, and better extract 
characteristic information between data. Probabilistic prediction model [9] is a predic-
tion model built on the basis of probabilistic knowledge. This model has the advantages 
of modeling uncertainty, analyzing the relationship between variables, realizing causal 
reasoning and randomly generating sample data. DeepAR[10] model is a method of 
adding probabilistic prediction based on LSTM model. Achieve higher prediction ac-
curacy and smaller prediction error. 

Due to the lack of basic marketing information explored from the stock prices, most 
methods usually assume that the time series is produced from a linear process, and can-
not extract useful information from the fixed length time series features, so they do not 
perform well in nonlinear stock price prediction. Although deep learning has good non-
linear mapping ability, stock trading data has strong temporal correlation and short-
term continuity of data fluctuations. In order to break the time series gap, Chen et [11] 
came up with an extraction method based on two data features of multiple time points 
and single time points, which combined short-term time features with long-term market 
features to enhance the accuracy of stock prediction. However, due to the dependence 
on time period matching threshold, the model method has poor predictive stability un-
der different thresholds. This paper designs a stock prediction system based on five 
basic trading indicators of historical stock trading data, which provides investors with 
stock prediction services to avoid or reduce investment risks, so as to bring more stable 
returns to investors. This paper use transformer model as the main network architecture, 
time series features of different cycle lengths are input at the same time, which are 
processed by encoders of multiple branches, and finally the output features are fused 
through GRU to obtain feature information with multiple scales. 

2 RELATED WORK 

Early stock prediction methods mainly analyzed stock prices based on statistics and 
economic theories, and selected relatively single stock characteristic data for stock pre-
diction. Auto-regressive model (AR), moving average auto-regressive model (ARMA) 
and differential integrated moving average auto-regressive model (ARIMA) were com-
monly used. The auto-regressive model based on statistics has certain advantages in 
computational efficiency due to its single feature, but the model is too simple and the 
input dimension is low, which limits its modeling ability for nonlinear non-stationary 
financial time series and anti-interference ability to abnormal data. With the develop-
ment of computer technology, researchers have gradually begun to apply machine 
learning technology to the problem of stock prediction. The massive stock data accu-
mulated in the financial market over the years also provides sufficient data basis for 
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machine learning. Stock forecasting forecasts and analyzes future stock market param-
eters by analyzing historical data. It covers industries such as business, economics, en-
vironmental science and finance. Based on the time series of the data, stock forecasting 
tasks can be divided into short-term forecasting (forecasting seconds, minutes, days, 
etc.), medium-term prediction(forecasting 1 to 2 years), and long-term prediction(fore-
casting more than 2 years)[12]. That is, the time order and period of the selected data 
variables are defined as the observation series, so that the algorithm model has the abil-
ity to forecast the future stock price, and the prediction problem of the data of different 
periods has the ability to predict the sequence length. 

The machine learning algorithm of the main problem is that their prediction results 
heavily depend on the characteristics of the given data[13]. Time series data generated 
by stock markets are characterized by volatility, which leads feature engineering of 
stock data more difficult. As a result, it is much more difficult to predict stock prices 
employing machine learning algorithms. Because deep learning algorithms do not per-
form separate feature engineering, deep learning models are widely used as a method 
to predict stock trends and stock prices from large amounts of historical data [14]. 
Huang et al[15] proposed a deep neural network model called Bidirectional Gated Re-
current Unit (BGRU) for forecasting stocks of the S&P 500 index, and contrasted the 
performance of BGRU with LSTM and GRU networks. In order to evaluate the effect 
of the passage of time on stock prices, forecasting methods were examined over many 
time intervals (1, 5, 7, and 10 days). Experiments have shown that the topmost accuracy 
is achieved in the previous 24 hours, and The accuracy using BGRU is better than the 
accuracy of GRU and LSTM. Dang et al.[16] put forward a two-current gated cycle 
unit (TGRU) and an embedded model, Stock2Vec, trained on stock-related news and 
sentiment dictionary to forecast short-term stock trends in Intraday trading, and applied 
3 technical indicators as an additional function set for stock price trend forecasting. 
Analyze whether this news affects the stock price at once or in the short term (2 days,7 
days). Similarly, Lu et al. [17] selected neural network models with different features 
to acquire effective feature group from short term stock price data and further explored 
the predictive K-line model by using attention mechanism. Wang et al[10] put forward 
a stock price trend prediction model (TPM) based on the encoder-decoder framework. 
The convolutional neural network and linear regression method were used to acquire 
the long-term time characteristics and short-term market characteristics of stock time 
series in different time spans. An attention mechanism has been introduced in both the 
decoder and the encoder to adaptive choose and merge the optimal-related dimensions 
of features at all points in time, enabling adaptive prediction of stock price movements 
and their duration. Yang et al[18] proposed a deep learning model for predicting price 
trend direction based on financial time series historical stock information. By combin-
ing the convolutional neural network for feature acquisition and the Long Short Term 
memory network for forecast, an improved three-dimensional input tensor (time series 
information, technical indicator information, and stock index) is constructed for CNN. 
The purpose of using multivariate time series for forecasting is to predict future values 
given several the current and the previous univariate time-series data. Since it is hard 
to calculate the degree of noise mixing with information signals in rapidly fluctuating 
stock time-series data, designing a better forecasting model is not a simple task. Park 
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et al[19] proposed a fresh prediction model based on trend filtering and deep neural 
networks to convert noisy time-series data into a piecewise linear approach. 

Recently, a complete Encoder-Decoder transformer architecture used univariate 
time-series prediction: Li et al[20] show superior performance compared with the clas-
sical statistical method ARIMA. The recent matrix decomposition method TRMF, 
RNN based auto-regression model (AR) and RNN based state space model (Deep state) 
4 common prediction data sets, Wu et al.[21]used transformers to predict influenza ep-
idemics compared with ARIMA, which also showed performance benefits. Bryan et 
al[22] used a transformer model for multi-level univariate prediction to support the in-
terpretation of time dynamics.  

3 TIME SERIES ANALYSIS AND MODEL DESCRIPTION  

Time series problems are distinguished into regression and classification by using his-
torical series values as input data. Given the sliding window features of the training 
sequence X=(X1,X2,...,XT)hand Xt=(X1t,X2t,...,XLt),Xt∈X sequence, define the interval 
length of the time step length L and give the historical value y=(y1,y2,...,yT−1). To fore-
cast the future trend and features of the sequence, the nonlinear mapping function is 
usually used to learn the historical sequence feature X and the corresponding target 
value y to predict the future value yT, which corresponds to the model formula: 
yT=f(X,y). 

4 TRANSFORMER NETWORK ARCHITECTURE  

Transformer is a sequence-to-sequence model put forward by Vaswani et al. [19] for 
neural network machine translation tasks, with the purpose of extracting the importance 
of the region of interest in the global data. The Transformer model is a sequence mod-
eling model based on a self-attention mechanism, consisting of coding blocks and de-
coding blocks, each of which is stacked with multiple independent coding layers (En-
coder or Decoder). Each encoding layer contains a Multi-Head Attention layer, a fully 
connected layer (FFN), and a regularization layer (Add&Norm), while each decoding 
layer contains two multi-head attention layers. The Transformer model uses Positional 
Encoding strategy to obtain relative position information in the input sequence, and 
uses multi-head attention mechanism to focus on different details in different sub-
spaces. 
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4.1 Transformer Model structure 

 

Fig. 1[19]. Detail analysis of Transformer network structure  

(1) Self-attention mechanism  
The formula definition of attention mechanism is shown in equation (1): 

 Attentionሺ𝐐, 𝐊, 𝐕ሻ ൌ softmax ൬
𝐐𝐊𝐓

ඥௗೖ
൰ 𝑽   (1) 

Where Q, K, V respectively represent the query, key, value, this is the traditional 
Scaled Dot Product Attention (Scaled dot Product attention), this attention is under-
stood as a neural network layer, the n*dk sequence Q encoded into a new n*dv sequence. 
Because for larger DKS, the inner product will be amplified by orders of magnitude, 
too large Softmax may be pushed to the gradient disappearance zone, Softmax is either 
0 or 1(that is hardmax), so qk scales according to the scale factor. The self-attention 
mechanism, Attention(X,X,X), looks for connections within the sequence itself by pay-
ing Attention to it in Fig1. 

(2) Residuals and regularization (Add&Norm) 
The formula for calculating residual (Add) and regularization (Norm) is as follows: 

 Add&Norm ൌ LayerNormሺX ൅ MultiHeadAttentionሺXሻሻ  (2) 
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Where add refers to 𝐗 ൅ MultiHeadAttentionሺ𝐗ሻ, which is a residual connection 
usually used to solve the problem of multi-layer network training, so that the network 
can only focus on the part that is currently different. Norm network refers to layer reg-
ularization, which is commonly used in RNN structures. Layer Normalization converts 
the input of each layer of neurons to mean and variance, which speeds up convergence. 

(3) Position Embedding 
When decoding timing information, the LSTM model is encoded in the form of input 

to output streams one at a time through the concept of time steps. Transformer chooses 
to encode the timing as sine waves. These signals are added to the input and output as 
additional information to represent timing information. This encoding enables the 
model to sense which part of the input (or output) sequence is currently being processed. 
Location coding can be learned or used with fixed parameters. The authors conducted 
tests (PPL,BLEU) that showed similar performance in both ways. This article chooses 
to use a fixed location encoding parameter: 

 PEሺ୮୭ୱ,ଶ୧ሻ ൌ sin ൥
୮୭ୱ

ଵ଴଴଴଴
మ౟

ౚౣ౥ౚ౛ౢ

൩    (3) 

 PEሺ୮୭ୱ,ଶ୧ାଵሻ ൌ cos ൥
୮୭ୱ

ଵ଴଴଴଴
మ౟

ౚౣ౥ౚ౛ౢ

൩           (4) 

4.2 Multi-scale Transformer model structure 

Multi-scale transformer is composed of multiple encoder-decoder branches of trans-
former. As shown in the Fig. 2 below, the input time series stock data is mapped into 
model input features through Word2Vec. The input features are extracted from three 
scales of 20, 40 and 60 time series cycle length. Then the feature sequence is convolved 
and the horizontal and vertical coordinates are weighted to enhance the ability of the 
model to maintain the sequence of feature sequences. The encoder maps the input time 
series stock count (x1,x2,x3...xn) to the model input feature (z1,z2,z3...zn), and then 
converts the output of the top encoder into a set of attention vectors K(key vector) and 
V(value vector). Each decoder uses these attention vectors in the coding-decoding at-
tention layer, helping the decoder focus its attention at the appropriate place in the input 
sequence. 
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Fig. 2. Multi-scale Transformer model structure(MS-Transformer) 

In the coding process, the state ht−1 at time t−1 and the data xt at time t are input into 
the coding unit at time t, thus obtaining the state ht at time t. After T time slices, the 
feature vector c whose length is equal to the number of hidden nodes can be obtained. 
In the decoding process, the characteristic vector c and the output yt−1 predicted by the 
previous time slice are input into the decoding unit to obtain the output yt of the mo-
ment, so that the final output result is obtained after T time periods. The model output 
of each scale branch is added element by element, and then the fusion data is processed 
through the convolution layer of 1×3 and 1×5 respectively, and the negative effect is 
eliminated by the RELU activation function. Finally, the feature is transformed from 
the embedding dimension to the feature dimension of the output label through the MLP 
layer. 

5 EXPERIMENTAL ANALYSIS 

5.1 Experimental data 

The original data obtained in this paper comes from the flush securities data platform. 
Select the stock data of China Securities 50. The data includes minute-level transaction 
data and daily transaction data. The data of 1542 trading days from January 2016 to 
December 2022 were selected, the trading data of the first 1342 days were used as the 
training value, and the data of the last 200 trading days were used as the test value to 
predict the closing price. Considering some important indicators that affect the stock 
price, five basic trading indicators are selected, which are the opening price, the highest 
price, the lowest price, the closing price and the trading volume. 

5.2 Data normalization 

On this basis, considering that stock data is multi-variable data, there are differences in 
different dimensions and values, direct application will affect the training and testing 
of the model. Therefore, the data normalization method is used to map the stock sample 
data to the interval [0,1] to ensure the same value range between different variables, 
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reduce the preference for data and weight allocation, and ensure the accuracy and sta-
bility of the model prediction. The formula is as follows: 

 X′ ൌ  ሺX െ  X_minሻ / ሺX_max െ  X_minሻ     (5) 

5.3 Hyper-Parameters 

The hyper-parameter settings of this experiment are shown in Table 1. 

Table 1. The hyper-parameters set for this article are as follows: 

Hyper-Parameters set 

batch size 12 

learning rating 0.001 

loss MSE 

epoch 200 

multi-head 6 

GPU GeForce GTX 1060 

5.4 Evaluation indicators 

To evaluate the prediction effect of different models, this paper uses four different eval-
uation indexes: mean square error (MSE), root mean square error (RMSE), mean abso-
lute error (MAE). These four evaluation indicators are usually used as criteria for eval-
uating regression problems. Given the predicted value and true value of the model, the 
evaluation value is obtained through the following calculation formulas: 

 RMSE ൌ ටଵ

୬
∑ ሺy୧ െ y୧

ିሻଶ୬
୧ୀଵ     (6) 

 MAE ൌ
ଵ

୬
∑ |y୧ െ y୧

ି|୬
୧ୀଵ    (7) 

5.5 Result Analysis 

In order to verify the prediction effect of MS-Transformer, five baseline models, 
namely MS-Transformer and SVR, CNN, LSTM, Transformer and DST2V-
Transformer, are used to compare and forecast the China Securities 50 stocks. At the 
same time, in order to eliminate the contingency of a single test, the test results are 
obtained by averaging multiple tests. The prediction results of different models are 
shown in Table 2. 

Table 2. Comparison results of different models under MAE and RMSE indexes 

Model MAE RMSE 

SVR 3.826 4.855 
CNN 2.829 3.233 
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LSTM 1.903 1.745 
Transformer 1.227 1.634 

DST2V-Transformer 1.137 1.601 
MS-Transformer 0.843 1.184 

As can be seen from Table 2, SVR, as a classical machine learning model, has the 
largest MAE and RMSE, which is due to SVR's low fitting degree for time series pre-
diction problems with strong volatility, such as stock prices, and its prediction perfor-
mance is the worst. Similarly, all evaluation indicators show that the prediction results 
of CNN are not ideal. This is because CNN does not have the modeling ability of time 
series and cannot make full use of historical stock price and technical factor data, which 
inevitably leads to the problem of historical information leakage. In addition, LSTM, 
as an improved neural network model of CNN, has better predictive performance than 
CNN. Although the problems of gradient disappearance and explosion during model 
training can be avoided, the predictive performance of Transformer based on self-at-
tention mechanism is more prominent. Transformer can quickly extract timing infor-
mation and implement parallel calculation, effectively reducing prediction errors and 
improving calculation speed. DST2V-Transforme is an improved model based on 
Transformer. It smooth data by introducing moving average method to identify trend 
components of time series and introduce time information into data to capture periodic 
and aperiodic components of time series, thus improving Transformer's long-term fore-
casting performance. Experimental results show that MAE and RMSE indexes of 
DST2V-Transformer are improved compared with classic Transformer. In summary, 
all evaluation indicators of MS-Transformer have the best performance. This is because 
MS-Transformer has stronger feature extraction and network learning capabilities, so 
its MAE and RMSE are the smallest, and the MAE and RMSE are 23.2% and 25.7% 
lower than Transformer respectively. The prediction of stock price is more accurate and 
the prediction error is smaller, and the prediction effect is significantly better than the 
other five baseline models. 

 

Fig.3. MS-Transformer Loss 
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Fig.4. MS-Transformer closing price forecast 

As can be seen from Figure 3, the training loss tends to 0 after epoch=50, and 
epoch=100 is set for training and testing. Figure 4 shows the comparison between the 
predicted value of MS-Transformer and the real value. And see in figure 5. This is 
because the predicted value of MS-Transformer based on the attention mechanism is 
close to the real value, and the forecast of future price is more accurate. In summary, 
MS-Transformer can accurately capture the inflection point with large trend change 
amplitude, and the prediction performance is further improved compared with Trans-
former. The two curves are nearly identical, the error between the predicted value and 
the true value is minimal, and the regression fitting effect is optimal, which intuitively 
validates the fitting ability and superiority of MS-Transformer. 

6 CONCLUSION AND PROSPECT 

Traditional methods cannot extract relevant features to mine financial time series. To 
solve this problem, this paper proposes a financial stock price prediction model based 
on multi-scale transformer. First, in the data preprocessing stage, the time series fea-
tures are converted into non-discrete data by normalization and regularization, which 
is more conducive to extracting the time series features of the data cycle. Secondly, 
feature information of different cycle lengths is extracted from the data and combined 
with transformer model, multi-scale time series feature information is extracted. Fi-
nally, our multi-scale transformer model is trained and tested in four stocks, and the 
experiment proves that the model has good prediction effect and stability for a single 

180             H. Zhang



stock. Since stock prices are difficult to predict due to political, economic, social, psy-
chological and other factors, the stock price prediction model combining financial 
news, stock opinion, investor sentiment and other sentiment analysis theories will be 
further studied in the future, and the prediction performance of Transformer will be 
optimized to provide more accurate and practical reference for investors. 
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