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Abstract. This paper focuses on the combined application of time series analysis 

models and machine learning models in real estate valuation forecasting. When 

dealing with real estate valuation data, we use deep learning models to extract 

key features to achieve high accuracy prediction. The performance of four ma-

chine learning models (multiple linear regression, random forest, gradient boost-

ing, and support vector machine) is also compared, and the results show that the 

random forest model has the best performance on the test set, and it possesses 

high prediction performance. Finally, the prediction accuracy was improved by 

combining ARIMA model and random forest for regression analysis of residuals. 

This paper demonstrates the potential of machine learning and time series analy-

sis in real estate market value assessment, which provides new perspectives and 

valuable references for market analysis, investment strategy development and 

policy decisions. 
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1 INTRODUCTION 

1.1 Research Background 

In recent years, with the rapid development of machine learning techniques and the 

advent of the big data era, more and more studies have begun to explore the use of these 

advanced techniques to value and analyze the real estate market. Alshammari T[1] 

pointed out that, although machine learning techniques have been widely used in a 

number of fields, there is not enough research on the prediction of real estate prices. 

Sisman S et al[2] applied a multiple regression analysis model to value house prices in 

several regions and used machine learning metrics as well as WtR, COD and PRD tech-

niques to measure their valuation accuracy. Zhao Y et al. combined deep neural net-

work with XGBoost method to forecast house prices[3].Then, the advantages of ma-

chine learning and ARIMA model were organically combined, and a new idea of inte-

grated forecasting model was proposed; the model's ability to predict house prices was 

improved. 
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1.2 Research topic and significanc 

This project intends to combine machine learning with ARIMA time series analysis to 
construct an integrated model that can accurately forecast house prices. The research 
results of this project will provide new ideas for the development of China's real estate 
market, as well as for China's real estate market research, investment decision-making 
and policy formulation. The methodology incorporates past sales data and can provide 
market players with more comprehensive and detailed valuations. This innovative ap-
proach will change how the real estate industry understands and responds to market 
changes, thus providing a better basis for decision-making in the real estate industry. 

2 LITERATURE REVIEW 

2.1 Current status of real estate appraisal  

When forecasting house prices, one of the simplest machine learning models, a linear 
regression model, is usually used.[4]. For many nonlinear problems it will be analyzed 
by time series analysis methods [5].Some researchers have adopted the boosting algo-
rithm to evaluate the house price of second-hand houses, and optimized the model to 
adapt it to the needs of actual put into use, thus playing a key role in the actual property 
evaluation work[6][7].Other authors introduced support vector machine (SVM) tech-
nology to the field of property valuation and developed a support vector machine-based 
real estate valuation model by taking advantage of its ability to handle small data sets 
and solve nonlinear problems[8].Yazdani et al. evaluated various types of machine 
learning and deep learning algorithms, including artificial neural networks, random for-
ests, and K-nearest neighbor techniques, and applied them to a comparison of hedonic 
forecasting methods for house prices[9].These research results not only broaden the 
technical approach to real estate valuation, but also provide valuable references for sub-
sequent research, showing the great potential and prospect of machine learning appli-
cation in real estate valuation. 

3 MODELING AND ALGORITHM STUDY 

3.1 Modeling 

In the field of statistical machine learning, constructing models is key to predicting 
accuracy. 

Establish a multiple linear regression model. The model can be represented as[10]: 

𝑌 ൌ 𝛽଴ ൅ 𝛽ଵ𝑋ଵ ൅ 𝛽ଶ𝑋ଶ ൅ ൅ ⋯ ൅ 𝛽௡𝑋௡ ൅ 𝜀௡  (1) 

In this model, Y represents variables that act independently, 1 2, ,..., nX X X  denotes 

variables considered as characteristics, 0 denotes the intercept term, 1 2, ,..., n   de-

notes the model parameters, and   corresponds to the error term. 
Mathematical formulas for random forest regression models[11]: 
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In the model, ( )H X  is the predicted value of this model for the input variables, 

N  is the total number of decision trees, and 
i ( )h X  is the predicted value of the 

ith tree. 
The gradient boosting algorithm model can be represented as[11]: 

𝐹ሺ𝑋ሻ ൌ 𝐹଴ሺ𝑋ሻ ൅ 𝑣 ∑ 𝛾௠
ெ
௠ୀଵ ℎ௠ሺ𝑥ሻ (3) 

( )MF x is the predicted value of the final model, 0 ( )F x  is the initial model, M is 

the number of iterations, is the learning rate, m  is the optimal coefficient corre-

sponding to the mth tree, and ( )mh x  is the contribution of the mth tree to the final 

model. 
Mathematical Modeling of Support Vector Machines[11]: 
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where w is the normal vector to the hyperplane and b is the offset to the origin. 

3.2 Implementation of the algorithm 

3.2.1 Data set description and preprocessing 
The dataset we use comes from the UCI database [12]. In the data preprocessing 

process, we first eliminated variables that are not relevant to prediction. For date data, 
it was converted into a form suitable for time series analysis. Data preprocessing lays 
the foundation for subsequent analysis to improve the data set availability. 

3.2.2 Feature extraction and machine learning 
In feature extraction, this project proposes to adopt the Keras framework, using the 

ReLU activation function to construct two hidden layers, which can better portray the 
nonlinear correlation and interactions between the data, and extract more representative 
features from them. We train with four machine learning models such as linear regres-
sion model, random forest, gradient boosting, and support vector machine. Each model 
can be used to make predictions about house prices based on the extracted features. 

3.2.3 Evaluation Indicators 
In terms of evaluation indexes, this paper selects the minimum mean square error 

and the minimum mean square error as evaluation indexes to reflect the forecasting 
effect of the model more directly. On this basis, using R², the interpretability of the 
model forecast is quantified to measure the overall fit of the model. The method pro-
vides a basis for the selection of real estate price forecasting models, thus ensuring the 
accuracy of real estate price forecasting. 
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3.2.4 Model combined with time series analysis 
Finally, the effectiveness of the model in practical application was verified using the 

ARIMA model and the machine learning model of test optimization. Since it makes full 
use of the dynamics of real estate prices in different periods, the development trend of 
real estate prices can be better predicted using time series analysis. 

4 METHODOLOGY APPLICATION AND CASE 
STUDY 

The empirical case studies in this paper are selected from the real estate valuation mar-
ket data of Xindian District, New Taipei City, Taiwan. 

 

Fig. 1. Real Estate Market Analysis Chart Set 

According to the analysis of the figure 1, there is a wide range of ages of houses, 
especially the number of new houses and houses about 30 years old is noticeable, which 
indicates the availability of houses in the market in all periods. The majority of homes 
are located within 500 meters of a metro station, showing the advantages of location, 
however, homes further away may be limited in price and appeal. In addition, the num-
ber of nearby convenience stores becomes a key indicator in assessing the ease of liv-
ing, reflecting its importance in life. The wide distribution of prices per unit area illus-
trates the fact that house prices are influenced by a number of factors, including loca-
tion, age and amenities. The correlation of house prices with age and proximity to metro 
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stations highlights the role of new housing and accessibility in increasing property val-
ues. 

 

Fig. 2. Models Performance Comparison 

As can be seen in Figure 2, the Random Forest model works best in predicting real 
estate valuations on the test set, indicating the highest prediction accuracy. Among 
them, the SVM model performs the worst, which is explained by the fact that it does 
not reflect the complexity of the data well. The gradient boosting model, on the other 
hand, is moderate, better than regression model and support vector machine, but not as 
good as random forest. As show in table 1. 

Table 1. Model Performance in Real Estate Valuation Forecast 

Metric Value 

RMSE 6.675 
MAE 4.450 

R² 0.705 

The results show that the Random Forest model has a better prediction effect on real 
estate prices, and its maximum mean square error reaches 6.675, which indicates that 
its prediction results are not much different from the real data; the maximum mean 
square error is 4.450, which indicates that this model has a high prediction accuracy 
and credibility. R²=0.705, which indicates that this model can explain about 70.5% of 
the variation of the information, which indicates that this model has a strong fitting 
ability. Overall, the random forest model is a good method for predicting real estate 
prices. In conclusion, the random forest model has high prediction accuracy and good 
model fit, and it is also a popular model at present.  
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Fig. 3. Comparison chart of house price forecasts from time series analysis 

we combines ARIMA with random forest regression to predict the trend of the real 
estate market. As show in figure 3, the actual trend of housing prices predicted by the 
model coincides with the reality. The model obtained a minimum mean square error of 
0.946, indicating that the use of the combination of time series and machine learning 
can effectively reduce the mean square error, showing the importance of the model 
fusion technique to improve the accuracy of prediction. 

5 CONCLUSION 

5.1 Main conclusions 

The results of this paper show that the method of combining time series analysis and 
machine learning for real estate price prediction has good application prospects. Among 
them, the random forest model performs better in many aspects. On this basis, the com-
bination of ARIMA model and random forest technique can greatly reduce the mean 
square error of the model and can effectively improve the prediction accuracy. The 
research results of this project will provide a new perspective for the value assessment 
of real estate enterprises, and also lay the foundation for the prospect of using deep 
learning technology and traditional statistical analysis methods in the real estate market. 
Through further optimization and integration of the model, the method will play an 
increasingly important role in the analysis and prediction of the real estate market. The 
Figure 4 can facilitate readers to visualize the flow of the research method. 
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Fig. 4. Dependency Graph of Models in Real Estate Valuation Prediction 

5.2 Future research directions 

the methodology of this study in the field of real estate valuation prediction is expected 
to be further extended and deepened. Future research can be conducted in the following 
areas: 

(1) Dataset and feature expansion: future research can explore more diversified and 
segmented datasets, such as considering macroeconomic factors, regional development 
policies, and changes in supply and demand in the real estate market, to further enrich 
the predictors of the model. Meanwhile, further mining and creation of new features 
through deep learning techniques may identify more key factors and improve the accu-
racy and interpretability of the predictions. 

(2). Model fusion and optimization: considering that different models may perform 
prominently on different data subsets, future research can explore more model fusion 
techniques, such as stacking and hybrid models in integrated learning, to maximize the 
advantages of various algorithms. In addition, the application of parameter tuning and 
automated machine learning techniques are important directions to improve model per-
formance. 
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