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Abstract. With the rapid development of society and the acceleration of indus-

trialization, the chemical industry, with its irreplaceable position, has become an 

important pillar of the national economy. In the key field of chemical plants, the 

issue of production safety is particularly prominent. Operators are in such a spe-

cial environment, whether the personal protection measures are in place is di-

rectly related to their personal safety, this paper is based on the YOLOv8 algo-

rithmic model, respectively, in the YOLOv8 backbone network and the Neck part 

of the optimization, which is mainly to optimize the Bottleneck module in the 

backbone network to the MishNextBlock module, and in the YOLOv8 Neck's 

pyramid structure, two modules are added: Spatial and Channel Attention (SCA) 

and Global Attention Upsample (GAU), which are fused into a new Path Aggre-

gation Network (PAN) structure. PAN structure, thus forming the improved 

YOLOv8 algorithm model. And it is shown experimentally that the improved 

YOLOv8 algorithm realizes a significant improvement in the detection accuracy 

of small-scale targets, near and far distance multi-scale and fuzzy small targets 

in chemical plant protective equipment. 
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1 INTRODUCTION 

With the rapid development of science and technology, the chemical industry is facing 

more and more challenges in the production process. Chemical plant protection prod-

ucts are directly related to production safety and the economic benefits of enterprises. 

Traditional manual monitoring methods face problems such as inefficiency and inabil 
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equipment (PPE), referred to as chemical protective equipment, the correct use of which
is essential to protect workers from harmful chemicals and hazardous environments.
Therefore, it is of great significance to explore an efficient and accurate detection
method for chemical protective products to improve the safety level of chemical indus-
try.

Currently, the main detection techniques are categorized into sensor-based and vi-
sion-based approaches. Sensor-based approaches such as Bukhari et al. [1]. integrate
optical imaging, passive infrared, and fingerprint sensors to achieve multilevel hazard
assessment and multilayer alarm routing to achieve security item alerts. In addition,
researchers such as Uddin and Nyeem [2] used ultrasonic array sensors hidden inside
walls to achieve security item detection.

Vision-based approaches, on the other hand, utilize surveillance cameras and image
processing techniques to identify whether an individual is using safety guards correctly
or not. Lee et al. [3] and other researchers have effectively improved safety protection
in the workplace by using the YOLO-EfficientNet model for the identification of hel-
mets, heads, and hats in three categories. Han et al. [4] and others have proposed SSD
target detection algorithms through a cross-layer attentional mechanism refinement of
features so as to achieve improved accuracy in detecting helmets. The computer vision
algorithm developed by Siebert et al. [5] automates the detection of bicycle helmet use
in traffic videos with high accuracy. The YOLO-PL algorithm proposed by Li et al. [6]
is based on YOLOv4, which optimizes the accuracy and efficiency of helmet detection.
These vision methods have low cost but are susceptible to illumination and occlusion,
and the algorithm complexity is high and less adaptable to the external environment.

To address the above problems, this study proposes an improved YOLOv8 algorith-
mic model for personal protection detection in chemical plants to improve the accuracy
of chemical protection detection for small-scale targets, multi-distance multi-scale tar-
gets, and fuzzy small targets.

2 THE IMPROVED YOLOV8 ALGORITHM

In this paper, we optimize the backbone and neck part of the YOLOv8 algorithm model
respectively, in which Bottleneck is optimized as MishNextBlock module in the back-
bone network, and two modules SCA and GAU are added to the PAN structure in PAN-
FPN in the neck part to form the Multi-scale feature fusion and attention mechanism
(MFAE-PAN) structure. scale feature fusion and attention mechanism (MFAE-PAN)
structure. The improved YOLOv8 structure is shown in Fig. 1.
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Fig. 1. Improved YOLOv8 algorithm model

2.1 Improvements to the backbone network of YOLOv8

In chemical plants, the scenario of a dense chemical personnel operating environment
is very common, and therefore, the safety monitoring of densely populated areas is cru-
cial. In order to improve the accuracy of personnel detection in such chemical plant
environments, this paper introduces the MishNextBlock module with reference to the
cascaded fusion network (CFNet) proposed by Zhang et al. [7]. The Bottleneck module
in the original YOLOv8 algorithm model is replaced by the MishNextBlock module,
which fuses both local and global features for interaction. In this case, the structure of
the MishNextBlock module is shown in Fig. 2. The “d” in the figure indicates that the
convolution used is deep convolution, and 5x5 is the corresponding convolution kernel
size. The “a” in the figure indicates that it is the abbreviation of windowed attention
mechanism, and the window size used in the MishNextBlock module is 5x5. The “e”
in the figure indicates that it is the expansion factor, i.e., the multiplication rate from
the number of channels of the input feature maps to the output feature maps, the n in
the figure indicates that it is the number of channels of the feature maps, and the Mish
in the figure indicates that the Mish activation function is used. denotes the Mish acti-
vation function used.
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Fig. 2. MishNextBlock module structure diagram

Mish as an activation function is formulated as follows.

(ݔ)ℎݏ݅ܯ = Τݔ ℎ(݈݊(1݊ܽݐ + ݁௫)) (1)

Where tanh(x) is the hyperbolic tangent function, which compresses the input values
to compress them into the range of (-1,1). It is an S-shaped nonlinear function that pro-
vides the neural network with the necessary nonlinear properties to help the network
learn complex data patterns; x is the neuron input information.

2.2 Improvements in the Neck section of YOLOv8

Aiming at the problems of poor image clarity, fuzzy edges, and difficult multi-target
detection in chemical plant video surveillance, this paper optimizes the PAN module in
YOLOv8, and proposes a PAN structure that combines multi-scale feature fusion and
attention mechanism: multi-scale feature fusion and attention mechanism (Multi scale
feature fusion and attention mechanism, MFAE-PAN). Among them, the module uti-
lizes the concept of depth-separable convolution to effectively reduce the number of
parameters while increasing the network depth. The multi-scale sensory field is formed
by organizing different scale convolutional layers to capture image features. In addi-
tion, two key modules are incorporated into the module: the GAU and the SCA. where
the GAU module fuses and optimizes the detection effect of different feature layers by
up-sampling and fusing neighboring levels of feature maps to form a new integrated
feature layer. The SCA module, on the other hand, is dedicated to highlighting the main
features in these fused feature maps and focusing on important high-frequency feature
information through the top-down transfer mechanism of the feature pyramid, which is
especially critical for recognizing blurred edges and minute details in chemical plant
images. Among them, the structure of MFAE-PAN is shown in Fig. 3.

Fig. 3. MFAE-PAN module composition
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As shown in Fig. 3, small convolutional kernels are used in the depth feature map of
the GAU module due to the fact that small convolutional kernels improve the local
sensitivity of the features in this feature map, reduce the number of parameters and the
amount of computation, and also improve the nonlinear capability of the module. The
shallow feature map in the GAU module is responsible for capturing the basic visual
elements of the image such as edges, texture and color and other basic information,
which helps the subsequent layers to process the high level features in a more refined
way, so the main 3x3 convolution kernel is used. After the convolutional operation, the
MFAE-PAN module performs the feature map fusion, after which the module connects
the deeper features in order to preserve them through residual linking, which is mainly
between the feature maps of the deeper parts of the network as described above and the
fused feature maps as described above.

Where the above process can be expressed using equation (2), where ௔௨௚ is the finalܨ
feature map of the GAU module, -ௗ is the feature map produced by the deeper convoܨ
lutional layer, ௌܨ is the feature map produced by the shallower convolutional layer, and
the convolution in the module is expressed using ௞,௦,௣,where “k” is the size of theݒ݋ܥ
convolutional kernel, “s” is the step size, and “p” is the padding, theΤ denotes matrix
multiplication. The computational formula is shown below:

௔௨௚ܨ = ௗܨ + Τ(ௗܨ)ଵ,ଵ,଴ݒ݋ܥ) ((ௌܨ)ଷ,ଵ,ଵݒ݋ܥ         (2)

In the overall operation of the module, the shallow feature map is convolved using
the convolution block ଷ,ଵ,ଵ, where “3,1,1” denotes the convolution kernel size, stepݒ݋ܥ
size, and padding from front to back, respectively, and similarly, the deep convolution
part uses the convolution block ଵ,ଵ,଴. The two feature maps are multiplied usingΤݒ݋ܥ
and the result of the multiplication is residually concatenated with ௗ to obtain the finalܨ
output -௔௨௚.Where the spatial attention module calculation process is shown in equaܨ
tion (3) below:

ௌ஺ܨ = +௔௨௚൯ܨ)݃ݒܣଵ,ଵ,଴൫ݒ݋ܥ)௔௨௚Τܨ ((௔௨௚ܨ)ݔܽܯ)ଷ,ଵ,ଵݒ݋ܥ (3)

As shown in Equation 3, where in the formula denotes average pooling and (·)݃ݒܣ
is the maximum pooling layer, the spatial attention output result(·)ݔܽܯ ௌ஺ is mainlyܨ
obtained by convolving the maximum pooling result and the average pooling result of
the input ௔௨௚ by the convolution blocksܨ ଷ,ଵ,ଵ andݒ݋ܥ -ଵ,ଵ,଴, respectively, and addݒ݋ܥ
ing them together, and then after that, residual connecting of the added results with the
original input feature maps ௔௨௚, so as to obtain the final output resultܨ .ௌ஺ܨ

஼஺ܨ = ൯(ௌ஺ܨ)ݔܽܯ,(ௌ஺ܨ)݃ݒܣ)ݐܽܥଷ,ଵ,ଵ൫ݒ݋ܥௌ஺Τܨ (4)

Similarly, as shown in Equation 4, -஼஺in Equation is the output of the channel attenܨ
tion mechanism , where in Equation denotes the feature fusion, in which the (·,·)ݐܽܥ
main fusion ௌ஺ܨ  after average pooling and maximum pooling, respectively, and the
fused result is convolved by 3x3, and this step is mainly for the purpose of intercepting
the deep information, and finally, the convolved result is concatenated with the previ-
ous spatial attention result ௌ஺, in order to obtain the output feature mapܨ .஼஺ܨ
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3 EXPERIMENTAL RESULTS AND ANALYSIS

3.1 Datasets

The construction part of the chemical care products dataset mainly focuses on fusing
the data pictures collected in the field of chemical plants with the actual working pic-
tures of the Internet chemical plants, and screening out the positive and negative sam-
ples with different situations as much as possible. The dataset collects more than 10,000
pictures in total, which includes categories such as workers, safety helmets, and safety
suits, and is divided into a training set, a testing set, and a validation set according to
the ratio of 8:1:1.

3.2 Experimental environment and evaluation criteria

In designing the experiments in this subsection, the experimental environment involved
is pytorch1.7.1, python3.9, and the GPU is NVDIA GeForce RTX 3080.The main pa-
rameters of the experimental data include Batchesize of 32, initial learning rate of 0.01,
thread setting of 2, Momentum of 2, and a total of 300 training epoch. The evaluation
metrics of the experimental results in this paper are Recall (R), Precision (P), Average
Precision (AP) and mean average precision (mAP).

3.3 Experimental results and comparative analysis

The P-R plots of precision and recall for the three categories of chemical care products
detection based on the improved YOLOv8 algorithm are shown in Fig.4. as follows:

Fig. 4. Comparison chart of experimental results

The above figure shows that in the high recall interval, helmet recognition exhibits
high precision due to the larger dataset, reflecting the model's ability to accurately de-
tect helmets in most cases; whereas the precision for safety suits is relatively low.
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Overall, the improved YOLOv8 algorithm demonstrates a balanced and efficient per-
formance in chemical care products detection.

This section is mainly based on the optimized YOLOv8 algorithm model in the chap-
ter and the actual performance of the unimproved YOLOv8 in the detection of chemical
care products in the same environment, through the training and validation of the model
with 300 Epoch, compared with the box_loss, cls_loss, dfl_loss indexes, and the results
of the comparison are as follows in Fig.5.

(a)                                            (b)                                             (c)

Fig. 5. Comparison chart of experimental results. (a) Box Loss, (b) Distribution Focal Loss, (c)
Classification Loss.

As shown by the three loss functions in Fig. 5, the optimized and adjusted model has
a significant improvement in the decreasing speed of each type of loss, which confirms
the effectiveness of the improved algorithm in improving the accuracy and robustness
of target detection.

3.4 Ablation experiments

In this study, ablation experiments are also conducted, in which the main ablation tar-
gets include: the MishNextBlock module of the backbone network and the MFAE-PAN
module of the Neck part in the improved YOLOv8. The results are shown in Table 1
below. where "✖" indicates that the model does not have this module and "✔" indi-
cates that it contains this module.

Table 1. Comparison Table of Ablation Experiments

compari-
son group

MishNext-
Block module

MFAE-PAN
module mAP50 /% mAP0.95 /% FPS /ms

1 ✖ ✖ 95.75 96.85 20.3
2 ✔ ✖ 97.23 97.21 21.8
3 ✖ ✔ 97.56 98.22 21.4
4 ✔ ✔ 98.19 98.32 22.2

As shown in Table 1 of the ablation experiments, in the improved YOLOv8 algo-
rithm model composed of the original YOLOv8 algorithm with the addition of the
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MishNextBlock module and the MFAE-PAN module respectively, the mAP0.5 accu-
racy is improved by about 2.44% and the mAP0.95 accuracy is improved by about
1.47%, although the target detection time is improved by a small margin. The overall
detection accuracy is improved.

3.5 Visualization of experimental results

Comparing the performance of the original YOLOv8 algorithm with the improved
YOLOv8 checking algorithm in the detection of chemical guards, the experimental re-
sults are extracted from the graphs, as shown in Fig. 6. below.

(a)                                                                   (b)

(c)                                                                      (d)

Fig. 6. Proximity and Long-Range Detection Results. (a) Proximity YOLOv8 detection, (b)
Proximity Improvement YOLOv8 Detection, (c) Long-range YOLOv8 detection, (d) Long-

range improvement of YOLOv8 detection

494             H. Cheng et al.



4 CONCLUSIONS

In this paper, for the problem of poor accuracy in multi-scale and small target detection
in the detection of PPE in chemical plants, based on the latest YOLOv8 algorithm
model, optimization is proposed in the backbone network as well as the Neck part of
the model, respectively, in which the Bottleneck module is modified to MishNextBlock,
and a multi-scale feature fusion and attention mechanism is proposed to be Combined
PAN structure: MFAE-PAN, MFAE-PAN structure is mainly realized by adding two
modules SCA (Spatial and Channel Attention) and GAU (Global Attention Up-sam-
pling) module, the experimental analysis shows that the improved YOLOv8 algorithm
can reach an average accuracy of 98.32%, and an average detection speed of 22.2ms,
and both the The improved algorithm model in this paper shows high accuracy and high
real-time performance for multi-scale multi-target detection at both near and far dis-
tances, which is of great practical application value in the field of chemical product
detection.
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