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Abstract. Portfolio management issues have been extensively studied in the field 

of artificial intelligence in recent years, but existing deep learning-based quanti-

tative trading methods have some areas where they could be improved. First of 

all, the prediction mode of stocks is singular; often, only one trading expert is 

trained by a model, and the trading decision is solely based on the prediction 

results of the model. Secondly, the data source used by the model is relatively 

simple, and only considers the data of the stock itself, ignoring the impact of the 

whole market risk on the stock. In this paper, the DQN algorithm is introduced 

into asset management portfolios in a novel and straightforward way, and the 

performance greatly exceeds the benchmark, which fully proves the effectiveness 

of the DRL algorithm in portfolio management. This also inspires us to consider 

the complexity of financial problems, and the use of algorithms should be fully 

combined with the problems to adapt. Finally, in this paper, the strategy is im-

plemented by selecting the assets and actions with the largest Q value. Since dif-

ferent assets are trained separately as environments, there may be a phenomenon 

of Q value drift among different assets (different assets have different Q value 

distribution areas), which may easily lead to incorrect asset selection. Consider 

adding constraints so that the Q values of different assets share a Q value distri-

bution to improve results. 
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1 INTRODUCTION 

With the development of artificial intelligence, much progress has been made in the 
study of portfolio management problems, aiming to maximize the expected return of 
multiple risky assets. Simultaneously, China's stock exchange market is gradually 
evolving towards diversification, convenience, and information, resulting in the gener-
ation of vast amounts of data daily. [1]To address the deficiency in traditional transac-
tion analysis methods, which struggle with handling large datasets, and to mitigate the 
irrational operations of undisciplined human investors, quantitative investment charac-
terized by scientific, systematic, and accurate approaches has gradually become a focal 
point for institutional investment researchers. 

Additionally, the trends of certain individual stocks exhibit a correlation with the 
overall market trend. This study expands the application of deep reinforcement learning 
in the field of quantitative investment, offering significant references and practical 
guidance for the integration of deep reinforcement learning in financial investment, 
particularly in stock investment. 

2 RELATED WORK 

2.1 Portfolio management 

The portfolio management department, a key component of risk control, handles risk 
measurement and data analysis, reporting to top executives. This article explores port-
folio management's integral role in the product or customer life cycle, emphasizing [2-
3]risk management through indicators and discussing monitoring, forecasting, and 
early warning systems. This cohesive process underscores the department's significance 
in asset portfolio management. The construction of monitoring forecast and early warn-
ing will mainly focus on the prediction methods of common indicators, and how we 
monitor forecast and early warning, these three blocks are linked together, mainly the 
construction and combing of a process, asset portfolio management, asset portfolio 
management. 

2.2 Deep learning and Deep Q-learning 

Deep Q-Learning algorithm is referred to as DQN. DQN evolved on the basis of Q-
Learning. DQN's modification of [4]Q-Learning mainly includes two aspects: 

1) DQN uses deep convolutional neural networks to approximate value functions 
2) DQN uses experiential replay of the learning process of training reinforcement 

learning 

2.2.1 Introduction to DQN 
In Figure 1, the steps of the Q-Learning algorithm are outlined. This algorithm, when 

integrated with a neural network, forms the basis of the DQN (Deep Q-Network). The 
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Q-Learning algorithm involves maintaining a Q table, which is updated according to a 
specific formula. 

𝐐ሺ𝐒𝐭, 𝐀𝐭ሻ ← 𝐐ሺ𝐒𝐭, 𝐀𝐭ሻ ൅ 𝛂ሾ𝐑𝐭 ൅ 𝟏 ൅ 𝛄𝐦𝐚𝐱𝐚𝐐ሺ𝐒𝐭 ൅ 𝟏, 𝐚ሻ െ 𝐐ሺ𝐒𝐭, 𝐀𝐭ሻሿ       (1) 

 

Fig. 1. Q-Learning algorithm steps 

DQN is to replace this Q table with a neural network, and the rest are the same, as 
shown in the figure below: 

 

Fig. 2. DQN neural network structure 

In Figure 2, the DQN neural network structure is illustrated, showcasing the archi-
tecture utilized for stock price prediction. The advantage of employing the DQN (Deep 
Q Learning) neural network for this task lies in its capacity to autonomously learn and 
optimize trading strategies. By integrating a deep reinforcement learning algorithm, the 
model can extract intricate patterns and rules from historical stock price data, thereby 
adeptly adapting to fluctuations in the market and attaining exceptional performance 
across diverse trading scenarios. This integration offers an adaptive and remarkably 
intelligent approach to stock price prediction. 

32             Q. Cheng et al.



2.2.2 Market volatility and stock price prediction 
There is a relationship between fluctuations in stock volume and stock prices, but it 

cannot directly predict the rise and fall of stock prices. An increase in trading volume 
usually indicates higher enthusiasm among market participants, while stable or rising 
investor confidence can trigger an increase in stock prices. However, high volume may 
cause stock prices to fluctuate more sharply or frequently, increasing the risk for inves-
tors.Furthermore, the fluctuation of trading volume is influenced by various factors, 
including market sentiment, funds, and policy environment. These factors may have a 
complex relationship with the rise and fall of stock prices. Therefore, when making 
investment decisions, investors cannot solely rely on volume to determine the trend of 
stock prices. [6-7]It is essential to consider multiple factors. 

In summary, while there is a correlation between trading volume and stock price 
fluctuations, it is not a completely accurate predictor of stock price movements. Inves-
tors should analyze other indicators and market conditions to make more informed in-
vestment decisions. 

In this study, each asset is treated as an environment, and the strategy is trained by 
considering the income from holding the asset as its return and the average income from 
other portfolio assets as the cash return. The goal is to allocate cash to assets with ex-
pected performance above the average. 

3 METHODOLOGY 

The method is applied to 48 US stock portfolios, varying from 10 to 500 stocks, with 
diverse selection criteria and transaction costs. The algorithm employs a single hy-
perparameter setting across all portfolios, demonstrating superior performance com-
pared to passive and active benchmark investment strategies. 

3.1 Algorithm establishment 

The algorithm in this paper mainly needs to be explained: 
1. Train each asset separately as an environment, sampling one asset initialization 

environment at a time[8]; 
2. Use the Q function of cumulative return evaluation training on the verification 

data, and record the Q function with the best performance on the verification data; 
3. The action space is a two-dimensional discrete action, with 0 representing holding 

cash and 1 representing holding the asset. 
The main algorithm formula is as follows: 

∇θ௜𝐿௜ሺ𝜃௜ሻ ൌ 𝐸௦ᇲ~ఌሾ𝑅௧ ൅ 𝛾௔ᇲ
௠௔௫𝑄ሺ𝑠ᇱ, 𝑎ᇱ; 𝜃௜ିଵሻ െ 𝑄ሺ𝑠, 𝑎; 𝜃௜ሻ∇𝜃௜𝑄ሺ𝑠, 𝑎; 𝜃௜ሻ (2) 

𝑅௧ ൌ ሼ𝑟௧ାଵ,௜ െ ሺ1 െ 𝑎௧ିଵሻ𝐶  𝑖𝑓 𝑎௧ ൌ 1                               (3) 
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3.2 Test data 

The algorithm selected the historical data of 500 US stocks from 2010-01-01 to 2021-
06-30 for testing. 

Data division: 
Training data set period: 2010-01-01 to 2018-12-31 
Data set validation period: 2019-01-01 to 2019-31 
Test data set period: 2020-01-01 to 2021-06-30 
Portfolio grouping: Test 500 stocks by market capitalization as low, mid, and high. 
Transaction cost: [9]bps 
Test method: Three agents were trained on the training set for model integration and 

tested on the test set. 
Comparison basis: 
Buy-and-hold: equal rights to Buy and hold all shares; 
Momentum: A strategy of buying stocks that have had a positive average return over 

the past five trading days; 
Reversion: A return strategy to buy stocks that have had negative average returns 

over the past five trading days. 

Table 1. Out-of-sample cumulative returns at the end of the test period for each level of trans-
action costs and different portfolios 

Transaction 
costs 

Portfolio 
size 

Portfolio 
type 

Agent 
Buy-and-

hold 
Momentum Reversion 

1~10 bps 

10 
big 123.2% 129.5% 76.6% 44.3% 

random 24.2% 56.4% 31.1% 13.1% 
small 173.7% 65.7% 73.6% 81.7% 

25 
big 11.6% 66.2% 20.4% 37.1% 

random 38.5% 48.1% 27.4% 19.2% 
small 134.6% 84.0% 79.9% 67.5% 

50 
big 76.0% 52.7% 24.7% 38.8% 

random 79.2% 62.5% 0.6% 54.8% 
small 64.3% 66.9% 30.7% 60.2% 

100 
big 104.4% 56.3% 32.5% 63.6% 

random 107.3% 67.8% 0.8% 86.5% 
small 204.1% 68.0% 30.9% 48.0% 

200 
big 89.0% 58.9% 12.8% 82.0% 

random 103.1% 63.6% 1.3% 77.4% 
small 99.0% 59.4% 21.3% 51.8% 

500 all 100.8% 59.2% 20.8% 63.1% 
Mean  95.8% 66.6% 30.3% 55.6% 
Mean  75.7% 66.6% 8.4% 29.5% 

Analysis: 
In the Table 1 ,Among 48 groups of experiments, DQN was the best in 36 groups of 

experiments. 
The larger the portfolio, the more stocks to choose from, the better the performance 

of DQN strategy; 
In a small-cap portfolio, the DQN strategy outperforms the benchmark strategy. 
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Compared with momentum and regression strategies, [10]DQN strategies have bet-
ter applicability to transaction costs. 

 

Fig. 3. Out-of-sample trading performa three phases based on market conditions 

In Figure 3, the out-of-sample trading performance is depicted across three phases 
based on market conditions: the normal market stage before the COVID-19 epidemic, 
the market decline stage when COVID-19 appears, and the market recovery stage after. 
The performance of the DQN strategy is highlighted, showing optimal performance in 
both the normal phase and the recovery phase. However, during the market decline 
phase, DQN performed poorly, potentially due to the absence of similar situations in 
the training data. This graph visually represents the findings discussed in the text re-
garding the performance of the DQN strategy in different market conditions. 

3.3 Experimental results 

In this study, the application of the DQN model in the asset management portfolio 
showed good adaptability, achieving the best performance in 36 experiments out of 48 
experimental groups by randomly selecting a single asset from a group of assets as the 
trading environment. Through the return calculation of the average return of the asset 
group, the model shows strong performance in a variety of trading scenarios. However, 
in emergency situations, the model showed a significant decline, revealing the limita-
tions of its limited ability to generalize. 

3.4 Experimental limitations: 

While the DQN model generally performs well, experiments have revealed certain lim-
itations. Specifically, the model's performance is significantly reduced under emer-
gency conditions, indicating limited generalization ability for non-extreme cases. Ad-
ditionally, the experiment did not account for differences in experience and judgement 
among trading experts, raising the possibility that the model may not capture the diver-
sity of real trading decisions. These limitations indicate areas for improvement in future 
studies. This could involve increasing the diversity of training data and incorporating 
more trading expert experience to enhance the model's robustness and adaptability. 
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4 CONCLUSION 

Although the experimental model was successful, it also revealed some limitations. 
Specifically, in emergency situations, strategies may experience performance degrada-
tion. This highlights the need for deeper consideration of algorithmic robustness when 
dealing with complex financial problems. As for future research directions, it is neces-
sary to address the limitations of the current strategy. Firstly, introducing constraints in 
the asset selection process should be considered to prevent Q-value drift between dif-
ferent assets, thereby improving the strategy's robustness and accuracy. Secondly, a 
deeper analysis of the reasons behind the strategy's performance deterioration in emer-
gency market situations is necessary to identify ways to improve. Finally, the applica-
tion of deep reinforcement learning can be extended to other areas of finance, such as 
risk management and forecasting, to explore more potential applications. 

Although AI has been successful in asset management, its application to portfolio 
management is still in its infancy and lacks a deep understanding of the complexity and 
uncertainty of financial markets. Further research is needed to improve the adaptability 
of algorithms to the financial environment. By continuously improving algorithms and 
expanding their application areas, we can better leverage the benefits of deep reinforce-
ment learning in asset management and risk assessment, enabling smarter and more 
accurate financial innovation. 
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medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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