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Abstract. High-tech enterprises are boosting technological innovation and eco-

nomic growth in countries worldwide. Compared with general enterprises, high-

tech enterprises are characterized by technology-intensive and high employee 

turnover rates, relying more on human capital, especially researchers with core 

technical expertise. However, high turnover rates and unexpected departures of 

key employees place a huge financial burden on enterprises, along with the risk 

of technology leakage. Therefore, this study establishes a theoretical model of 

voluntary employee turnover based on psychological contract theory and previ-

ous theoretical studies. We also categorize employee turnover characteristics into 

four dimensions: Individual conditions, Material incentives, Development oppor-

tunities, and Environmental support. Given that previous related studies lacked 

the combination of theory and data-driven methods, this study applies the IBM 

HR dataset and selects features for each dimension through the PCA method, for 

which machine learning models are constructed, including logistic regression, 

random forests, SVMs, decision trees, and XGBoost, and their performances are 

evaluated. In addition, the importance of different dimensions is analyzed, and it 

is found that material incentives have the greatest impact on employee turnover. 

Keywords: Employee turnover, Psychological contract, Machine learning, Pre-

diction model 

1 Introduction 

High-tech enterprises are key to global technological innovation and economic growth. 

Currently, high-tech enterprises face significant challenges, including severe mis-

matches in human capital and high rates of talent turnover. Exploring the reasons of 

employee turnover and how to accurately predict the risk of employee turnover are 

important issues in enterprise human resource management. Employee turnover refers 

to the process of losing employees and replacing them with new hires, which is divided 

into voluntary turnover and involuntary turnover. We focus on voluntary turnover in 

our study. Compared to general enterprises, high-tech enterprises relying heavily on  
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human capital, especially research personnel with core technological expertise. Alt-
hough some talent mobility indeed plays a role in promoting exchange within the en-
terprise ecosystem, a high turnover rate and unexpected departure of core employees 
significantly incur costs related to human capital, recruitment, training, and the devel-
opment of new employees[1]. 

In previous, some studies have examined the reasons and effects of employee turn-
over, with some focusing on aspects like professional identity, job satisfaction, and 
psychological contracts[2]. The psychological contract, which encompasses the infor-
mal expectations between employees and organizations beyond formal contracts, stands 
out for its ability to explain turnover among high-tech enterprise knowledge workers. 
Violations of these contracts may have a serious impact on these employees' intention 
to leave, as unmet expectations may have a negative impact on organizational loyalty 
and attitudes. However, existing research often separates advanced data-driven tech-
niques from management theory, limiting its practical application in managing turno-
ver[3]. 

Therefore, this study aims to study voluntary employee turnover caused by psycho-
logical contract violation by using machine learning and discuss the most critical influ-
encing factors. Our research will start with the theoretical model of employee voluntary 
turnover shown in Figure 1. The main contributions are as follows: 

1. This study proposes the employee mobility path of high-tech enterprises in detail, 
emphasizing the influence of individual condition dimensions. 

2. We combine machine learning technology with psychological contract theory to 
study the impact of several aspects of the psychological contract on employee turn-
over. Using principal component analysis for feature engineering based on the theo-
retical model. Then use different machine learning methods to predict employee 
turnover. 

 

Fig. 1. The Path of Employee Turnover Based on Psychological Contract Violation. 
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2 Theoretical Preparation 

2.1 Psychological Contract and the Causes of Employee Turnover 

In today's dynamic market, employees value economic benefits, emotional support, and 
career growth. Wang[4] et al. introduced a three-dimensional theory for Chinese em-
ployees, focusing on material incentives, environmental support, and development op-
portunities, a view confirmed by Rousseau and others[5]. This study adopts this frame-
work to analyze factors influencing employee turnover. 

Material incentives (salary, bonuses, overtime, etc.) play a crucial role in retaining 
employees. When material incentives are not in line with employee expectations, it will 
lead to negative emotions such as dissatisfaction. Environmental support includes work 
environment and interpersonal relationships. Positive environmental support can en-
hance work focus and loyalty and reduce the risk of turnover. Development opportuni-
ties (training, career advancement, etc.) can enhance employee skills and organizational 
value. The above three dimensions address employees' basic needs, emotional support 
and self-development from a psychological perspective. Analyzing six recent studies 
from the past five years reveals three main turnover factors (Table 1). However, most 
studies focus on specific factors and lack a comprehensive perspective, which may lead 
to overlooking interactions and similarities between factors. Therefore, our analysis 
combines the three dimensions of material incentives, environmental support, and de-
velopment opportunities. 

To comprehensively consider the impact of individual differences and corporate 
practices on employee turnover, we introduce a fourth dimension—individual condi-
tions. An analysis based on six studies showed that 83.33% took into account personal 
conditions such as gender, age, position and attitude towards the organization(Table 2). 
Thus, we creates a comprehensive model incorporating material incentives, environ-
mental support, development opportunities, and individual conditions to deeply explore 
the turnover mechanism in high-tech enterprises. 

2.2 PCA in Feature Engineering 

Feature engineering can improve data quality and make it more suitable for the model. 
Pourkhodabakhsh et al. compared various feature extraction methods and it was finally 
found that the factors identified by the mutual information algorithm showed superior 
performance in most algorithms[13]. Although effective, it sometimes reduces feature 
information and affects the accuracy of the model. Principal component analysis (PCA) 
is a well-known technique for reducing feature dimensionality, which effectively com-
bines data attributes, retains most of the information and improves data representation. 
The study by Zhu et al. Regarding bearing data[6] and Kong et al. Medical quality 
assessment[7] demonstrated the effectiveness of PCA in feature fusion, emphasizing its 
ability to minimize information loss. Therefore, under the guidance of the theoretical 
model, this paper applies PCA for feature fusion to enhance data analysis. 
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2.3 Machine Learning Approaches for Predicting Employee Turnover 

Machine learning algorithms can learn complex data relationships to effectively predict 
employee turnover. Random forest was found to outperform other classic algorithms in 
predicting turnover through confusion matrix evaluation[8]. In terms of practical HR 
management, Juvitayapu highlighted the excellent performance and interpretability of 
extreme gradient boosting methods[9]. To tackle imbalanced datasets, Raza et al. intro-
duced the SMOTE technique along with the Extra Trees Classifier (ETC) method, 
achieving better results than prior approaches[10] . Similarly, the FATPNN model of 
Xue et al. incorporates a weighted probabilistic loss function for data balancing and 
shows strong applicability on various datasets. [11]. 

Our study uses psychological contract theory to define feature dimensions and prin-
cipal component analysis to extract features. Based on this, we will predict employee 
attrition by building machine learning models such as including Logistic Regression, 
Random Forest, SVM, XGBoost, and Decision Trees. The next sections will go over 
each of the machine learning models used to predict employee attrition in the study. 

Table 1. Key factor dimensions statistics in the literature related to employee turnover. 

Literature 
The top three key fac-

tors of importance 

Involving dimensions 

Material in-
centives 

Environ-
ment sup-

port 

Development op-
portunities 

Xia et al[11] 

Monthly income, 
Monthly interest rate, 

Environmental satisfac-
tion 

√ √  

Najafi-Zangeneh 
et al[12] 

Overtime, Job position, 
Years after the last pro-

motion 
√  √ 

Pourkhodabakhsh 
et al[13] 

Years with the current 
manager, Work life 

balance, Distance from 
home, Years at the 

company 

 √  

Raza et al[10] 
Monthly income, 

Hourly wage, Work 
level, Age 

√  √ 

Chang et al[14] 

Job satisfaction, Man-
agement style adapta-
bility, Career opportu-

nities 

 √ √ 

Srivastava et al[15] 
Employee satisfaction, 
Appraisal rating, Em-

ployee CTC level 
√   
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Table 2. Statistics on Dimensions of Individual Conditions Involved. 

Literature 
Whether involving individual 

conditions 
Involved proportion 

Xue et al[11] ×  

Najafi-Zangeneh et √ 33.33% 

Pourkhodabakhsh et √ 50% 

Raza et al[10] √ 25% 

Chang et al[14] √ 33.33% 

Srivastava et al[15] √ 33.33% 

3 Methodology 

3.1 Analysis Methodology 

Figure 2 presents the framework for building and testing models in this study. The suc-
cess of machine learning predictions heavily depends on data quality, requiring proper 
data collection, preprocessing, and feature engineering. Given the complexity of em-
ployee turnover causes, this study will adjust the data features to better fit the models.  
To ensure that the model is effective and avoid overfitting, the data is divided into three 
groups: training set, validation set, and test set. The training set is used for model build-
ing, the validation set is used to check the model generalization ability, and the test set 
is used to evaluate the performance of the best model. The final model selection will be 
based on accuracy, precision, recall, and F-score. 

 

Fig. 2. The experimental framework for building and testing models in this study.  

3.2 Data Source and Description 

We conduct experiments on a public turnover dataset from IBM[16] published in 
Kaggle’s Competition. This dataset is ideal for research on predicting employee turno-
ver given its high correlation with relevant factors. The IBM HR dataset includes 34 
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relevant characteristics of personal work and life information from 1470 employees.  
Specifically, the target field refers to "Attrition", which is an integer value of 0- current 
employee and 1- former employee.  

In our study on predicting employee turnover, we address the complexity of datasets 
with multidimensional features and diverse correlations by categorizing features into 
four main dimensions: material incentives, environmental support, development oppor-
tunities, and individual conditions, based on the model shown in Figure 1 and detailed 
in Table 3. By applying Principal Component Analysis (PCA) to each dimension sep-
arately, we refine our dataset for more accurate predictions, enabling a broad analysis 
from a generalized perspective. 

3.3 Machine Learning Approaches for Predicting Employee Turnover 

Before embarking on feature engineering, it's essential to conduct exploratory data anal-
ysis to understand the dataset's structure and distribution.   Gender distribution reveals 
that male and female employees constitute 49.2% and 50.7%.   By age distribution, 
27.4% of employees are under 30 years old, 63.6% are between 30 and 50 years old, 
and 8.9% are above 50 years old.   Besides, ‘EmployeeCount’, ‘EmployeeNumber’, 
‘Over18’, and ‘StandardHours’ have been identified as irrelevant to employee turnover 
and are thus removed, keeping 30 relevant features for analysis.   Most machine learn-
ing algorithms require numerical inputs, categorical variables must also be expressed 
as numerical data.   The categorical features within the dataset are mapped into numer-
ical format via one-hot encoding and label encoding methodologies.   In the next step, 
we normalize the training data using the estimated mean and standard deviation for 
each variable.   This normalization aims to mitigate the impact of features' relative mag-
nitudes on the efficacy of machine learning model training.    

3.4 PCA for Feature Engineering 

The relationship between the 30 retained attributes is relatively complex, and using 
them directly for prediction will produce a large amount of data noise, which may ad-
versely affect the prediction performance of the model. In this study, feature engineer-
ing is applied to minimize the dimensionality of the features. 

Principal Component Analysis (PCA), a method that transforms correlated variables 
into a set of linearly uncorrelated variables through orthogonal transformations, is used 
to simplify the high-dimensional data, preserving essential features for predictive mod-
eling. However, PCA's challenge lies in the interpretability of the transformed data[17].  

To maintain interpretability, we categorize features into four dimensions: material 
incentives, environmental support, development opportunities, and individual condi-
tions. Based on theoretical considerations (Figure 1), apply PCA within these dimen-
sions, making sure that features belonging to the same dimension are extracted together 
as a principal component. This ensures each principal component retains clear interpre-
tive value. Notably, due to the unique and specific nature of each feature, the individual 
conditions dimension were not affected by PCA and were normalized and included di-
rectly in the new dataset. This approach enhances the interpretability of the main 
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components and provides a comprehensive perspective on how these dimensions influ-
ence employee turnover. 

3.5 Data Balancing 

Due to the imbalance in the ratio of former employees to current employees in our 
dataset, we employ the SMOTE algorithm for oversampling to generate synthetic in-
stances. SMOTE identifies the nearest neighbors of a small number of samples, calcu-
lates the distance between them, and creates new instances by interpolating that dis-
tance with the original data. 

3.6 Model Selection 

This study utilizes several machine learning algorithms to predict employee turnover: 
Logistic Regression: A straightforward model for binary classification, predicting 

turnover by analyzing variables. It's widely used due to its simplicity and efficiency in 
binary classification problems. 

Decision Tree: Uses data-derived decision rules for classification or regression, no-
table for its clear, interpretable model structure. 

Random Forest: An ensemble method that improves prediction accuracy and ro-
bustness by combining multiple decision trees. 

Support Vector Machine(SVM): Efficiently classifies by finding the best bound-
ary between data classes, suitable for high-dimensional data. 

XGBoost: A scalable gradient-boosting algorithm prized for its efficacy in regres-
sion and classification tasks. It sequentially constructs decision trees, combining their 
outputs for precise results. 

Table 3. Statistics on Dimensions of Individual Conditions Involved. 

Individual conditions 
Material incen-

tives 
Environment sup-

port 
Development oppor-

tunities 

Age Daily Rate 
Environment Satis-

faction 
Job Involvement 

Department Hourly Rate 
Relationship Satis-

faction 
Job Level 

Education Monthly Income  
Training Times Last 

Year 
Education Field Monthly Rate  Years At Company 

Gender Over Time  Years In Current Role 
Num Companies 

Worked 
Percent Salary 

Hike 
 

Years Since Last Pro-
motion 

Total Working Years 
Performance Rat-

ing 
 

Years With Current-
Manager 

Work Life Balance 
Stock Option 

Level 
 Business Travel 
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Individual conditions 
Material incen-

tives 
Environment sup-

port 
Development oppor-

tunities 
Job Role    

Marital Status 
 
 

   

Job Satisfaction 
 

   

Distance From Home    

4 Results and Analysis 

This study used two approaches to predict employee turnover: one normalized the data 
and used all features directly, and the other applied normalization and PCA for feature 
engineering, based on a turnover model. The PCA-based method outperformed the first 
and demonstrated higher accuracy compared to similar studies. 

4.1 Using the First Approach (Without Feature Engineering) 

In this method, after normalizing the dataset and balancing it with SMOTE, all 30 fea-
tures are retained for model input. Using this approach, SVM outperforms other models 
with an 87.8% accuracy, followed by Random Forest at 86.9%, XGBoost at 86.4%, 
Logistic Regression at 75.6%, and Decision Tree at 74.7%. These results are obtained 
through 10-fold cross-validation and optimal parameter identification via grid search 
for hyperparameter tuning. 

4.2 Using the Second Approach (Using PCA for Feature Engineering) 

In this approach, the dataset is standardized, and the 30 features are divided into four 
dimensions material incentives, environmental support, development opportunities, 
and individual conditions respectively by principal component analysis for feature se-
lection. Using the extracted principal components to form a new data set as the input of 
the model reduces the impact of data noise to a certain extent. 

Comparing the performance of different machine learning models, the SVM model 
performed the best among all indicators, such as accuracy (0.951), F1 score (0.953), 
precision (0.924), and recall (0.984). In the case of high-dimensional datasets, SVM 
can maximize the inter-category spacing by constructing optimal hyperplanes for effi-
cient data classification.  Besides, XGBoost and Random Forest also performed encour-
agingly, achieving an accuracy rate of 91.9% and 91.1%. The performance comparison 
of other machine learning models is shown in Table 4.   

In this study, we used XGBoost to analyze the impact of various dimensions on em-
ployee turnover. XGBoost determines feature importance by evaluating each feature's 
contribution to model performance, using 'gain' as a key metric to measure accuracy 
improvements from features in splits. Results show that 'Material Incentives' are most 
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significant, comprising 26.94% of the total importance, followed by 'Development Op-
portunities' and 'Environmental Support' at 20.88% and 12.56%, respectively. These 
findings underscore the importance of career growth and a supportive work environ-
ment in predicting turnover. Although the impact of 'Individual Conditions' is relatively 
minor, it still plays a crucial role. Consistent with previous research, factors like job 
satisfaction, work-life balance, and lifestyle—categorized under 'Individual Condi-
tions'—are critical in identifying potential turnover, highlighting their significant 
weight in our analysis. As show in figure 3. 

 

Fig. 3. The importance weights of the features of employee turnover by XGBoost. 

Table 4. Performance of each model. 

Model Accuracy Precision Recall F-score 
LR 0.768 0.769 0.769 0.769 
RF 0.911 0.923 0.898 0.910 

SVM 0.925 0.882 0.980 0.928 
DT 0.808 0.790 0.832 0.810 

XGB 0.919 0.933 0.903 0.918 

5 Conclusion 

We develop a model based on psychological contract theory to study employee turnover 
in high-tech companies, focusing on material incentives, development opportunities, 
environmental supports, and personal conditions. Using PCA on 30 features of the IBM 
HR dataset improved the accuracy of our model, with PCA-enhanced models such as 
SVM, XGBoost, and Random Forest outperforming traditional methods. This approach 
is validated by superior performance metrics compared to previous studies, demonstrat-
ing the superiority of our dimensional analysis and PCA in minimizing data noise and 
enhancing data correlation for turnover prediction. 

Some studies using the same dataset have employed machine learning to predict em-
ployee turnover[18][19]. Table 5 compares the best performing models from previous 
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studies. Despite differences in data processing and sampling, our model stands out in 
terms of prediction accuracy and performance metrics, highlighting the effectiveness 
of dimensional partitioning and PCA in reducing data noise and maintaining relevant 
data. 

In addition, this study provides recommendations on which factors should be con-
sidered to predict employee turnover. In the realm of psychological contract dimensions 
that organizations can address through management and policy adjustments, the 'Mate-
rial incentives' dimension (overtime, monthly income, etc.) significantly outweighs the 
'Development Opportunities' and 'Environmental Support' in terms of its impact on 
turnover. Therefore, companies should prioritize evaluating and strengthening material 
incentives in their strategies to reduce employee turnover and give due consideration to 
employees’ feedback in these areas to effectively meet their needs and expectations. 
Among the identified dimensions, 'Job Satisfaction' and 'Work Life Balance' showed 
greater influence, in line with other previous studies. 

This study presents a machine learning model to predict employee turnover, using 
PCA for feature selection based on psychological contract theory, thereby enhancing 
prediction accuracy. However, there are still some limitations. Though we enhance the 
accuracy of prediction turnover, there is still ambiguity of principal components from 
dimensions, for instance, like 'Material Incentives', making specific factor impacts, 
such as overtime versus salary, unclear.  Besides, 'Individual Conditions' not fully en-
compassing all personal factors influencing turnover.  Future research could explore 
more comprehensive factors through qualitative analysis and advanced techniques like 
deep learning for deeper insights into turnover dynamics. 

Table 5. Performance of previous models using the same dataset as this study. 

Reference Best Model Performance 

Guerranti,F. ,& Dimitri G.M.
(2022)[20] 

Logistic Regression 
Accuracy: 0.880 
F-score: 0.312 

AUC-ROC: 0.850 

Alduayj, S. S., & Rajpoot, K. 
(2018)[18] 

Random Forest 

Accuracy: 0.914 
Precision: 0.925 

Recall: 0.893 
F-score: 0.909 

Fallucchi et al (2020)[19] SVM 

Accuracy: 0.879 
Precision: 0.665 

Recall: 0.247 
Specificity: 0.978 

F-score: 0.358 

This study PCA-SVM 

Accuracy: 0.925 
Precision: 0.882 

Recall: 0.980 
F-score: 0.928 
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