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Abstract. This work explores the benefits that reinforcement learning
(RL) and unsupervised learning (UL) have over supervised learning (SL).
Using RL and Python simulations are produced that closely mimic those
observed in the real world, and an agent is trained using a form of ge-
netic algorithm. The system created can be used to simulate real-world
scenarios and offer solutions. Simulations were performed upon a clone of
the game “Pong”. The system successfully adapted to the game the more
it played, and improved its capability to successfully get high-scoring re-
sults. The system is flexible and dynamic, being able to adapt to different
simulation environments. In the future, more complex examples will be
tested on the system, with the goal of real-world scenario simulation.

Keywords: genetic algorithm · artificial intelligence · python · gaming
· simulation · reinforcement learning

1 Introduction
The usage of simulations with reinforcement learning (RL) is highly beneficial
in situations that strive to replicate a situation present in real-world scenarios.
Trying to train an agent to find a solution to a problem directly without the simu-
lated environment could incur far greater costs or even a potential risk to human
life. For instance, the usage of self-driving on roads with real drivers, especially
in the early stages would produce catastrophic results when looking at it from an
economic and safety perspective. Training a reinforcement-learning-based self-
driving algorithm with more data does not always lead to better performance,
which is a safety concern [17].

© The Author(s) 2024
N. Bacanin and H. Shaker (eds.),Proceedings of the 2nd International Conference
on Innovation in Information Technology and Business (ICIITB 2024),
Advances in Computer Science Research 113,
https://doi.org/10.2991/978-94-6463-482-2_7

http://orcid.org/0000-0003-3324-3909
http://orcid.org/0000-0002-3280-3591
http://orcid.org/0000-0002-5511-2531
http://orcid.org/0000-0001-9237-3135
http://crossmark.crossref.org/dialog/?doi=10.2991/978-94-6463-482-2_7&domain=pdf


Reinforcement learning (RL) is a learning framework that improves a policy
in terms of a given objective through interaction with an environment where an
agent perceives the state of that environment [20]. The main benefit of RL is
having a system that is able to adapt to different environments since it can be
trained in real-time and through trial and error come to a conclusion. It also
doesn’t require labeled data to begin with making it ideal for scenarios where
labeled data is scarce.

RL is extensively used in complex, non-linear problems that require dynamic
changes in the environment. It is suitable for use in training self-operating ve-
hicles such as cars, drones, and complex robots. In recent years deep RL has
made massive progress in constructing agents for playing board games and dig-
ital games. Still, most of the works require huge computational resources for a
large scale of environmental interactions or self-play for the games [60].

This work uses an entity-component framework for real-time simulations.
Entity component system (ECS) is very dynamic since it gives us an opportunity
to choose if a certain system will be enabled or not. The framework used is generic
and can be applied to a wide array of simulations. In this work, the focus is on
simulating a clone of the game “Pong”. Metaheuristics will be applied to the
agent with the goal of getting the best possible results.

This work has the goal of achieving the following contributions:

– Introduction of a reinforcement learning framework that leverages the genetic
algorithm to attain optimized agent performance.

– Simulation of a Pong clone to facilitate agent training and evaluation.
– The application of the genetic algorithm (GA) to improve agent performance.

The remainder of this work has the following structure: Section 2. Describes
preceding works that helped inspire and support this research. The methodol-
ogy is discussed in Section 3 in detail. Simulation outcomes are provided and
discussed in Section 4. The work is concluded in Section 5. followed by proposals
for future works.

2 Related works

Zero-shot action recognition is the task of recognizing action classes without any
visual examples. The challenge is to map the knowledge of seen classes at train-
ing time to that of novel unseen classes at test time. A novel model that learns a
clustering-based representation of visual-semantic features, optimized with RL
was used. The visual-semantic representation helped improve the representa-
tion. And the RL yields better, cleaner clusters. The results were remarkable
improvements across datasets and tasks over all previous state-of-the-art [24].

Multiple methods of automatic hyperparameter optimization (HPO) meth-
ods are tested to avoid manual trial-and-error that is rather time-consuming. All
algorithms used were applied to supervised machine learning (ML). Most state-
of-the-art systems optimize pre-processing, model selection, and post-processing
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rather than a single algorithm. For HPO tools, there is a general trade-off be-
tween handling many tasks and specializing in a few narrow-focused tasks. With
the increase in the number of tasks, the system requires more development time
to set up and the search space is larger such that the efficiency might be sub-
optimal [16].

The optimization of hyperparameter can be simplified as how many function
evaluations will be performed on every optimization to select the best hyperpa-
rameter in that model. Hybridization of the genetic algorithm with local search
methods was tested. The author first investigated the hyperparameter search
method focusing on image classification of CIFAR-10 datasets (dataset that
consists of 60000 32x32 colored images spread across 10 different classes each
with 6000 images. Of the 60000 images, 50000 are for training, and 10000 for
testing). Grid search was insufficient, but random search used proved to be able
to get to around 80% on the CIFAR-10 leaderboard, while the state-of-the-art
accuracy seems to be around 90% [2].

The use metaheuristics on real-world problems is broad and some examples
are provided in the following text. Medicine [36, 61, 35, 66, 29, 68, 65, 40], phish-
ing and intrusion detection [62, 1, 52, 32, 51, 13, 31, 10], credit card frauds identi-
fication [26, 43, 42], environmental monitoring and pollutants tracking [38, 28, 6,
37, 18], economic problems [30, 34, 56, 23, 47, 45], defect identification in software
testing [71], spam emails [64, 49], plant classification[12, 70], predicting green
energy production [54, 4, 33], automotive traffic predictions [46, 19], global opti-
mization problems [15, 9], cloud computing problems [48, 7], marine vessel clas-
sification and trajectory prediction [44, 58], feature selection [67, 14, 27, 63, 5],
enhancing the audit opinion [57], and general optimization of machine learning
models [8, 53, 11, 39, 50, 69, 3, 21, 59].

3 Methods

3.1 Entity component system

Entity component system (ECS) is a software development architectural pat-
tern which follows composition over inheritance principle, aiming to achieve a
flexible and dynamic way to manage entities in a large-scale real-time applica-
tions. By separating data from logic, ECS achieves a modular system, which
allows for memory friendly storage of data in contiguous memory areas, and
easily parallelized application logic [25]. An entity-component approach aims to
decouple the characteristics and functionality of a game entity into smaller, self-
constricted components [22]. It gives opportunity for creating a complex virtual
environment while maintaining a simple extensible design. Additionally, ECS
can facilitate parallel processing and multithreading, allowing for better use of
modern hardware and faster execution times. However, it should be noted that
the performance gains from ECS are not always guaranteed and depend on the
specific application and implementation. Providing the ability to efficiently man-
age data and optimize program execution, ECSs, as well as the wider field of
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data-oriented design, have attained popularity in the realms of modeling, simu-
lation, and gaming. Each entity in the ECS consist of components that have a
value. The value can be of any data type. All entities are iterated over by each
system in order. Those systems primarily read and change component values of
those entities in a loop until the simulation is over. For simulations, a clone of
Pong is used with the following integrated entities:

– Artificial neural networks (ANN).
– GA.

The system can be expanded with other entities to create any kind of envi-
ronment for running different simulations.

3.2 Feedforward neural networks

Due to the development of powerful data processing and storage systems, very
large amounts of information are available, whether in the form of numbers or in
the form of symbols. Therefore, the ability to retrieve information that is known
to be present in the data, but that is difficult to extract, becomes crucial.

ANN consists of many neurons that represent local data points that are al-
ways in communication with their environment. Each neuron must be able to
receive an input signal, process the information, and give an output. In a neu-
ral network, neurons must be connected to at least one other neuron, and each
connection is assigned a real number known as the weight coefficient. This co-
efficient signifies the relative importance of the connection compared to others
within the network. One of the primary advantages of neural networks is their
capacity to use some a priori unknown information hidden in data (but not
extract it). This process is called learning or training and is mathematically
accomplished by changing the weight coefficients until specific criteria are met.
Training processes for AAN can be split into two categories: supervised and
unsupervised learning. Supervised learning knows the desired output is known
beforehand and thus adjusting the weight coefficients is done so that the desired
outputs are as close as possible. Contrary, unsupervised learning has no knowl-
edge of the desired output, instead, the system is provided with a group of facts
(patterns) and then left to settle down to a stable state over a certain number
of iterations.

The most popular type of neural network is a multi-layer feed-forward (MLF)
neural network. Neurons inside the MLF neural network are ordered into layers.
The output value (activity) of the ith neuron xi is determined by Eq. 1 and Eq.
2.

xi = f(ξi) (1)

ξi = θi +
∑

j∈r−1
i

ωijxj (2)
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where Γ−1i represents a mapping function that assigns for each neuron i a subset
that consists of all predecessors of the given neuron i, a connection between the
i-th and j-th neuron is characterized by ωP ij (weight coefficient), and the i-
th neuron by θi, ξi is the potential of the i-th neuron and function f(ξi) is
the transfer function (the summation in Eq. 2 is carried out over all neurons j
transferring the signal to the i-th neuron). The transfer function is described by
Eq. 3.

F (ξ) =
1

1 + exp(−ξ)
(3)

The supervised adaptation process varies the threshold coefficients θi and
weight coefficients ωwj to minimize the sum of the squared differences between
the computed and required output values. This is accomplished by minimization
of the objective function E:

E =
∑
0

1

2
(x0 − x̂0)

2 (4)

where x0, and x̂0, are vectors composed of the computed and required activities
of the output neurons and summation runs over all output neurons 0.

The backpropagation method is used to train modern feedforward neural
networks. This algorithm is called back-propagation because the output error
propagates from the output layer through the hidden layers to the input layer.
There are two sets of data that MLF uses and those are:

– Training set: Used for training the model, the weights in the network begin
with an arbitrary value. Each iteration of the whole set is called an epoch. In
each epoch, weights are adjusted accordingly in the direction that reduces the
error until they converge to the locally optimal set of values. The weights can
be updated after the presentation of each training pattern (pattern mode)
or after the presentation of all training examples (batch mode).

– Prediction set: Examples are processed one at a time, producing an estimate
of the output value based on the input values. The resulting error is used as
an estimate of the quality of prediction of the trained network.

Some advantages of MLF neural networks include adaptability without the
assistance of the user (learning), non-linear property of the neurons (nonlin-
earity), construction of a link between input and output values (input-output
mapping), and graceful degradation of performance amid increasing amounts of
noise (robustness). One of the biggest problems MLF neural networks experience
is the fact that ANNs cannot explain their prediction, and they tend to have a
lot of weights which in turn can make training ANNs take too long [55].

3.3 GA

In nature, an individual in a population competes with each other for virtual
resources like food, shelter, and so on. Also in the same species, individuals com-
pete to attract mates for reproduction. Due to this selection, poorly performing
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individuals have less chance to survive, and the most adapted or “fit” individuals
produce a relatively large number of offspring [41]. GA is inspired by evolution.
They apply recombination on a data structure that resembles a chromosome
while preserving critical information stored inside. They are applied to a wide
array of problems. Populations of typically random chromosomes are generated.
Those structures are then evaluated and scores are assigned to each one so that
the reproduction of those with a better score is more probable. The ’goodness’
of a solution is typically defined with respect to the current population.

The genetic algorithm differs from other search methods in that it searches
among a population of points, and works with a coding of parameter set, rather
than the parameter values themselves. It also uses objective function informa-
tion without any gradient information. The transition scheme of the genetic
algorithm is 2 probabilistic, whereas traditional methods use gradient informa-
tion. Because of these features of the GA, they are used as general-purpose
optimization algorithms. They also provide means to search irregular space and
hence are applied to a variety of function optimization, parameter estimation,
and machine learning applications.

Genetic Algorithms Explanation

Chromosome Solution
Genes Part of solution
Locus Position of gene
Alleles Values of gene

Phenotype Decoded solution
Genotype Encoded solution

Table 1: Explanation of Genetic Algorithm terms

The basic principles of GA involve 3 major steps that are iterated upon:

– Selection – Choosing with increased odds chromosomes that have a higher
fitness score thus giving them more chances to “reproduce”.

– Crossover – From the selected population pick a part of the chromosomes and
pair them up so that their genes can switch places making new chromosomes.

– Mutation – Taking some chromosomes and replacing their genes with new
values.

This process continues until the stopping criteria are met. An important
characteristic of GA is the coding of variables that describe the problem. The
most common coding method is to transform the variables to a binary string or
vector; GA performs best when solution vectors are binary. If the problem has
more than one variable, multi-variable coding is constructed by concatenating
as many single variables coding as the number of variables in the problem. [15]
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3.4 Pong clone

The clone version of Pong used in simulations consists of paddles that hit and
reflect the ball. On the top, there is only one paddle that always shares the
position of the x-axis with the ball, so it can never lose by letting the ball get
past it. On the bottom, a number of paddles are instantiated, and they use the
ANN to move and try to hit the ball. On the side, there are walls that reflect
the x-axis of the ball if they are hit:

ball.X = −ball.X (5)

When the paddle hits the ball, it reflects it on the y-axis and also changes
the velocity of the x-axis to a random number, so that the angle of the ball is
always between 0° and 180°:

ball.Y = −ball.Y (6)

ball.X = (rand.random(0− 1)− 0.5) ∗ horizontalSpeed (7)

This clone of Pong is an excellent base for reinforcement learning because of
its simplicity and the good objective function that is built into the game. This
is a pilot project that will be expanded in future works.

4 Simulations

In simulations that were run, 100 bottom paddles (agents) were created per
generation. The fitness score of the agent went up by 1 if it managed to hit the
ball. In the case of an agent missing the ball, the agent was deleted, and the total
number of agents “alive” was reduced by one in the current generation. If there
were no agents present, the generation would end, and a new one created with
the use of GA. Every population was documented based on the total population
score (sum of all paddles in a generation) and the agent that had the best score
in that generation.

Number of generations simulated Best population fitness score Best agent fitness score
4121 856 17
1820 584 16
509 509 10
1883 1217 24
14205 1005 20

Table 2: Experimental resuts.

The following table indicates that the longer training times give better overall
results, although a large sample is needed since the GA has a lot of elements
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Fig. 1: Examples of simulation screen

of randomness, therefor if the system is trained on an insufficient amount of
populations it could produce unsatisfactory results.

Fig. 2: Graph of a single simulation run showing fitness score increasing with
longer training time

5 Conclusion

The system made for this article seems to fulfill its goal of training the agent to
play a clone of Pong while incorporating ANN and GA. It can also be used for
much more complex simulations by replacing existing entities and components,
making it very flexible. In the future, this project will be expanded upon, in-
creasing in complexity while trying to simulate some examples that could lead
to resolving practical problems people face. Based on simulations that were run,
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it can be observed that the system improves steadily over time, but the speed of
improvement varies since the GA has a lot of randomness. The system doesn’t
yet have an option to save the training progress, so every test was run in a sin-
gle time interval, which limits the number of generations that can be simulated
because of the hardware constraints. The speed at which a generation is tested
can be increased by increasing the speed of the ball, but the visualization aspect
of the simulations then becomes redundant. In the future, an option to save
progress and a better visualization will be done to better reflect a more complex
environment that will be worked upon. The goal is to get as close as possible to
recreating a real-world scenario inside the environment and produce a successful
solution to a problem that people are facing.
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