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Abstract. This research focuses on the detection of Structured Query
Language (SQL) injection intrusion detection. This problem has gained
significance due to the widespread use of SQL in different systems, as well
as for the numerous versions of attacks that are performable by using this
technique. This work aims to propose a robust solution for the detection
of such attacks by applying artificial intelligence (AI). The data is pre-
processed by a Bidirectional Encoder Representations from Transform-
ers (BERT), while the predictions are made by the Extreme Gradient
Boosting (XGBoost) algorithm. The XGBoost is a powerful predictor if
optimized correctly. Hyperparameters are optimized by an improved ver-
sion of the Crayfish Optimization Algorithm (COA) hybridized with the
Genetic Algorithm (GA). The proposed solution is tested against high-
performing metaheuristics in which it achieved favorable performance.

Keywords: sql injection - swarm intelligence - coa - natural language
processing - BERT - XGBoost

1 Introduction

Data querying, manipulation, definition, control, and administration define the
basic functions of the (SQL). Such operations are performed in communication
with relational databases. The data stored is structured and can have connec-
tions between its entities that provide additional information on the data. The
creators of SQL are Donald D. Chamberlin and Raymond F. Boyce [18]. The sim-
plicity of the language and its efficiency are relevant despite the fact that it was
released in the 1970s. Different standards have appeared since, including ANSI
and ISO since 1986 and 1987 [24]. The popularity of SQL and its widespread
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use unfortunately make it an interesting target for attackers. Another reason for
why it is often chosen as a means for intrusion is its backward compatibility.

Natural language processing (NLP) is one of many fields that can benefit
from the application of AI. The use of Al with SQL queries can have many
benefits of which the most important is security. Automation is another im-
portant reason for Al integration into relational database management systems
(RDBMS), although this process is not without challenges [41].

To begin with, the hyperparameter optimization problem is paramount to
the success of hybrid solutions. Deep learning is widely applied but it requires
tuning of its parameters and architecture if the highest performance is to be
achieved. The process of optimization is performed through the use of advanced
metaheuristic optimizers which undergo extensive testing.

The application of metaheuristics inspired by nature leads to significant
improvements in the optimization of hyperparameters. The genetic algorithm
(GA) [47] represents a prime example of such solutions, followed by the particle
swarm optimization [70], and the red fox algorithm [48].

Metaheuristic solutions are efficient in searching large areas of solutions and
provide optimal values of hyperparameters. This problem is considered to have
NP-hard complexity. This needs to be achieved while not disrupting the existing
SQL protocols and standards. For safe integration with the SQL systems, the
application of AI must be efficient and effective.

The main predictor of the proposed framework for SQL injection detection is
the XGBoost algorithm, which is optimized by the proposed genetically inspired
crayfish optimization algorithm (GICOA), while BERT is responsible for data
processing.

The highest influential contributions of this work are provided in the list:

— Potential exploration of optimized NLP models for SQL injection detection.

— Testing of BERT for SQL injection detection use case.

— The use of advanced and modified metaheuristic optimizers for performance
optimization.

The structure of the paper is: Section 2 gives the fundamentalas of the tech-
nologies applied in this work, Section 3 presents the basic version of the applied
metaheuristics followed by the modifications applied to it, Section 5 holds the
information necessary for experiment recreation, while the Section 6 provides
the outcomes, and the last Section 7 concludes the paper.

2 Related works

In the work of Crespo et al. [22] flow data has been detected and collected into
two datasets by lightweight protocols. The data was collected from the most
popular database engines. The results indicate a false positive rate below 0.07%
with the detection rate over 97%.

Lu et al. [42] propose synBERT which is a detection model based on seman-
tic learning for SQL injection detection. The model is capable of mapping SQL
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syntax tree structures from learned representations. The model indicated excel-
lent generalization performance and has been tested on multiple datasets. The
authors collected a dataset with a wide variety of SQL injection types, which is
paramount due to their large number.

Alarfaj et al. [1] tackle the problem of detection mechanism for SQL injection
through use of a probabilistic neural network. The neural network has been
optimized by the Bat algorithm, and tokenization and regular expression were
used for feature extraction. The data used in the research was collected from
network traffic. The reported metrics’ results are 99.19% for accuracy, 0.995%
for precision, 0.981% for recall, and 0.928% for F-measure over 10-fold cross-
validation.

The use of Al in cybersecurity is on the rise, especially when considering
the rapid advancing Internet of Things (IoT) technologies. The important sector
that tends to use more and more smart devices is healthcare. Savanovic et al.
[60] provide a solution for intrusion detection with the goal of improving the
rate in which this field advances. The authors proposed an improved swarm
metaheuristic based on the firefly algorithm (FA). The main predictor that was
used in this research is the XGBoost which is optimized by the said improved
solution for optimal performance.

On the other hand, Zivkovic et al. [74] explored the XGBoost solution opti-
mized by the Since Cosine Algorithm (SCA) for the same problem, while in the
work of Petrovic et al. [49] Multi-verse Optimizer Algorithm (MOA) is applied
with improvements to it.

Bacanin et al. [15] explore a different type of NLP use with AI. In their work
spam email are classified by yet another XGBoost approach. The main predictor
is optimized by the Social Network Search (SNS) algorithm and tested on spam
benchmark datasets against other high-performing metaheuristics.

The hyperparameter optimization is crucial for the performance of the ma-
chine learning models [6]. Consequentially, for every different use case, a new
model needs to be picked and optimized. The No Free Lunch (NFL) theorem
states that there is not a universal solution that can solve all problems [71].

Significant use cases of metaheuristic optimizers applications are reported
in the following text: plant classification[14,83], credit card frauds identifica-
tion [30,51,50] wireless sensor networks optimization [73,4], cloud computing
problems [56, 9], global optimization problems [17,11], automotive traffic pre-
dictions [54, 26], medicine [40,72,39,79, 33, 81,78, 46], economic problems [34,
38,65, 28, 55, 53], environmental monitoring and pollutants tracking [44, 32, 8, 43,
23], spam emails [77,57], predicting green energy production [62, 5, 37|, feature
selection (80,16, 31, 76, 7], marine vessel classification and trajectory prediction
[52,67], defect identification in software testing [84], enhancing the audit opin-
ion [66], computer security, phishing and intrusion detection [75, 2, 60, 36, 59, 15,
35,12], and general optimization of machine learning models [10, 61,13, 45, 58,
82,3,27,69], and others [64, 63, 68).



158 A. Jokic et al.

2.1 BERT

The BERT technical solution was introduced in 2018 [25] and its basis is the
attention mechanism for text and sentence symbolism interpretation. The solu-
tion was created by a research team from Google, and its success testifies to the
number of NLP applications that apply it for purposes like speech recognition,
translation, and many more.

The transformers are the basis of BERT’s architecture that thanks to the
attention mechanism can shift its focus between the input data segments during
processing. The technical solution aids the understanding of the sentence as
it provides the meaning of the words. The attention mechanism is applied in
parallelization allowing for processing of different sentence parts at the same
time. This particularly increases the efficiency and speed of data processing.

BERT is capable of processing natural language bidirectionally, which makes
it possible to grasp the full context of a word by analyzing what comes before as
well as after. This technique is paramount for understanding the deeper meaning
of the language itself, as the previous model only analyzed text in one direction.

The model is trained with the use of the "masked language model" (MLM).
The concept of the technique is such that a random word is hidden from the
model while it has to predict it only from the content provided. By doing so, the
model is capable of language patterns and structure understanding.

By preparing a BERT model, it can be efficiently applied for special tasks
with its support for transfer learning if trained on a large dataset. Text classifi-
cation, summarization, and querying are some of the most notable applications
of BERT in NLP. Consequentially, BERT is an exemplary choice for many dif-
ferent tasks of such type. Its role in intelligent systems is important due to its
ability to understand and interpret human language.

2.2 XGBoost

The XGBoost is distinguished from other machine learning methods thanks to
its high performance [20,19]. Nonetheless, this performance is achieved only if
proper hyperparameters are selected, which in terms of the problem’s nature
belongs to an extremely difficult group of problems recognized as NP-hard. XG-
Boost model consists of many weaker predictors in combination for making an
accurate model. Significant improvements in performance are achievable when
gradient boosting and regularization are applied. The model makes predictions
from learned patterns with an accent on complex input and target dependency
management. The XGBoost’s objective functions is provided in Equation 1.

Lobj(@) = L) + 2(6), (1)

in which the loss function and regularization are combined. @ represents the
hyperparameter set represented, the loss function as L(©), while the complexity
of the model is managed by regularization term (2(O).
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Mean square error (MSE) is used for loss function application as shown in
Equation 2.

L) = ¥, (vi — 4:)% (2)
in which the y; indicates the predicted value, while the 1; predicted target vari-
able’s value for each iteration i.

The differentiation process of actual and predicted values is provided in Equa-
tion 3. The classification’s results increase with the minimization of the overall
loss function.

L©) = Yilyiln (I+e7%) + (1—y)In (1+e%)]. (3)

3 Methods

The novel crayfish optimization algorithm (COA) [29] is exploited in this re-
search as the optimizer for the XGBoost algorithm. In this Section, the original
COA is described along with equations that are used to model crayfish behavior.
Afterward, the modifications to the original COA are described and the proposed
GICOA is introduced.

3.1 Original COA

Metaheuristic-based algorithms consist of a pair or pairs of phases, that consist
of exploration and exploitation phases, and such is the case with the COA. The
crayfish avoid the waters where the temperature exceeds 30 degrees Celsius and
this behavior is used to model the exploration phase. For the exploitation phase,
the competitive nature of the crayfish is modeled. This behavior occurs when
two specimens in proximity compete over a cave. After the temperature returns
below 30 degrees, the crayfish leaves the cave and begins foraging.
The cave in the exploration phase is described be the following equation:

Xo+ X,

Xshade = # (4)

in which the optimal location over rounds is X, and the current solutions set’s
ideal location is X7,.

When the value rand is less than 0.5 it is simulated that there are no crayfish
to fight against and the unit joins a cave, modeled by the equation:

X[ = X!, 4 Cy x rand X (Xghade — X7 ;) (5)

where the current round of execution is denoted as ¢, the next generation’s
following round number as t + 1, and the Cj is calculated by the next equation:

C2=2-— (6)

in which the maximum run number is 7.
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In the case where rand is above 0.5, the next equation describes the compet-
ing behavior:
Xit;l = Xf’j — X;j + Xshade (7)

where an arbitrary crayfish is represented by z, which is modeled by the following
equation:

z =round(rand x (N — 1)) +1 (8)

When the water temperature is ideal and drops bellow 30 degrees, the crayfish
enter the feeding stage. X .04 = X denotes the position of the food, and the
process of foraging is modeled as follows:

X3, 141, = Xt, ; + Xtood X p X (cos(2 x 7 x rand) — sin(2 x 7 x rand)) (9)

In some cases the food is too large to be consumed as is and the crayfish
chops it down. The condition @Q < % is used to model the boundary for food
size, which if true the crayfish will have to break down its food as seen in:

-1
Xfood = €xp (Q) X Xtood (10)
in which the food size is denoted by ) and described as:
fitness;
=C3 d ML 11
@ X rand x <ﬁtnessfood> ( )

in which the largest food unit is C5 and it has a constant value 3, the i-th’s
crayifhs fitness is given as fitness;, and teh fitnessyqoq shows the food source
position’s fitness value.

When the condition for food size, Q < %, is not satisfied the behavior of
eating is modeled as:

Xff = (X}, = Xtooa) X p+p x rand x X!, (12)

4 Genetically inspired COA

Genetically inspired COA (GICOA) is the name the authors give to the pro-
posed improved solution. While the original COA has solid performance in ex-
ploration as well as exploitation, the tradeoff between them can be improved.
This is attempted with mutation and crossover genetic properties. For the first
max;ter/2 the two worst solutions are replaced without additional evaluation
with the crossover being performed between the best solution and the quasi
reflexive learning (QRL) opposite of the second best solution with the probabil-
ity for crossover p. = 0.05. After this two offspring are created with a mutation
probability of p,, = 0.05. The general mutation for every parameter is performed
in the case of rnd > 0.5 where the lower bound of that parameter is divided by
10 and subtracted from it. Otherwise, it is added to it. In the second half of all
iterations, the two worst solutions are replaced in the same manner except the
crossover is performed between the two best solutions.
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5 Experimental setup

A public dataset was applied for this research https://www.kaggle.com/datasets/sajid576 /sql-
injection-dataset, and it is formed of raw SQL queries of two groups. The 0 group
represents non-malicious data, while the class 1 represents malicious data. 70%
of the dataset is used for the training counterpart, and the rest is used for testing.
Due to the imbalances in the dataset, the authors use the Cohen’s k as
an indicator function which is to be maximized [21]. The following equation
describes this metric:
Co — Ce 1 1—-c,

R = = _—
1—ce 1—ce

(13)

where the ¢, and c. represent the observed and expected vectors respectively.
The results of using this metric indicate robust prediction in comparison to only
using the accuracy.

6 Outcomes

Tables 1 and 2 provide the results for the objective and indicator function test
results, respectively. The best results are indicated with bold font in all tables. In
both mentioned Tables, for the best metric the proposed solution, XG-GICOA
achieved the best result. It was outperformed by the XG-SCHO across other
metrics. However, the proposed solution had better results across all categories
than the original COA.

Table 1. SQL injection detection objective function outcomes for each optimizer.

Method Best Worst  Mean Median Std Var
XG-GICOA .992710 .988886 .990314 .989931 .001167 1.36E-06
XG-COA  .990977 .989585 .990245 .990278 .000548 3.01E-07
XG-PSO 1990977 .989233 .990244 .990453 .000592 3.50E-07
XG-ABC  .990629 .988890 .990106 .990278 .000473 2.23E-07
XG-FA 1992368 .989929 .990660 .990275 .000830 6.89E-07
XG-SCHO .992016 .990277 .991218 .991321 .000441 1.95E-07
XG-EHO  .991669 .989583 .990175 .989932 .000677 4.59E-07
XG-RSA  .991669 .989931 .990662 .990455 .000590 3.48E-07

7 Conclusion

SQL injection is a problem due to its widespread use and the vulnerabilities that
it creates. Traditional security measures were not able to detect malicious intent
in a similar manner that AI does. With the use of a framework for advanced
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BERT Encoded SQL Injection Threat - objective violin plot diagram BERT Encoded SQL Injection Threat - error box plot diagram
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Fig. 1. Objective and indicator function outcomes distributions for SQL injection de-
tection.

BERT Encoded SQL Injection Threat - error convergence graphs
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Fig. 2. Objective and indicator function convergences for SQL injection detection.
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Table 2. SQL injection detection indicator function outcomes for each optimizer.

Method Best Worst  Mean Median Std Var

XG-GICOA .003396 .005175 .004512 .004690 .000543 2.95E-07
XG-COA  .004204 .004851 .004544 .004528 .000255 6.51E-08
XG-PSO .004204 .005013 .004544 .004447 .000275 7.56E-08
XG-ABC  .004366 .005175 .004609 .004528 .000220 4.84E-08
XG-FA .003558 .004690 .004350 .004528 .000386 1.49E-07

XG-SCHO .003719
XG-EHO  .003881
XG-RSA  .003881

.004528 .004091 .004043 .000205 4.21E-08
.004576 .004690 .000316 9.96E-08
.004690 .004350 .004447 .000275 7.56E-08

.004851

Table 3. SQL injection detection detailed metrics for each optimizer best constructed

model.

Method metric injection non-injection accuracy macro avg. weighted avg.
XG-GICOA precision .995394 .998682 .996604 .997038 .996612
recall 1999229 .992143 .996604 .995686 1996604
fl-score .997308 .995402 -996604  .996355 1996602
XG-COA precision .995134 .996928 .995796 .996031 .995799
recall .998202 .991707 .995796 .994954 .995796
fl-score .996666 .994311 .995796 .995488 .995793
XG-PSO precision .995134 .996928 .995796 .996031 .995799
recall 1998202 .991707 1995796 .994954 .995796
fl-score .996666 .994311 .995796 .995488 .995793
XG-ABC precision .994880 .996927 .995634 .995903 .995638
recall .998202 .991270 .995634 .994736 .995634
fl-score .996538 .994091 .995634 .995314 .995631
XG-FA precision .996155 .996934 .996442 .996544 .996443
recall .998202 .993453 .996442 .995827 .996442
fl-score .997177 .995190 .996442 .996184 .996441
XG-SCHO precision .995138 .998243 1996281  .996690 1996288
recall 1998973  .991707 1996281  .995340 1996281
fl-score .997052 .994964 -996281  .996008 1996278
XG-EHO precision .995137 .997804 1996119 .996471 .996125
recall .998716 .991707 .996119 .995211 .996119
fl-score .996923 .994746 .996119 .995835 .996117
XG-RSA precision .995137 .997804 .996119  .996471 1996125
recall .998716 .991707 1996119 .995211 .996119
fl-score .996923 .994746 .996119 .995835 .996117
support 3893 2291

Table 4. Parameter selections made by each optimizer for the respective best perform-

ing models.
Method Learning Rate Min Child W. Subsample Col by Tree Max depth Gamma
XG-GICOA .898699 3.493451 .617036 .875158 7 .050642
XG-COA .900000 1.000000 1.000000 .618234 5 .155831
XG-PSO .837173 5.759070 1.000000 .594179 10 .716683
XG-ABC .900000 5.258180 .579786 .585100 9 .716699
XG-FA .900000 9.523153 .619419 1.000000 8 .800000
XG-SCHO .900000 1.589997 1.000000 .836143 8 .107443
XG-EHO .900000 5.130561 .669494 .386246 10 .800000
XG-RSA .900000 10.000000 872518 .945474 7 .600513

pattern recognition, it is possible to detect such malicious intent with high pre-
cision. This work provides a novel hybrid metaheuristic solution rooted in swarm
intelligence. The original algorithm used is the COA and it has been modified
with the QRL and the principles from the GA. The proposed solution has been
tested against other high-performing solutions and it has shown admirable per-
formance. It is important to note that the original COA did not provide better
performance than the proposed GICOA. The results indicate that there is still
space for improvement and future work will focus on other possible combinations
with the COA as well as other solutions.
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