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Abstract. Main Path Analysis (MAP) method is a significant method for knowledge flow 
extraction from citation networks. Traditional MPA methods treat documents as network verti-
ces, while neglecting the more granular information within the document, this neglect limits an 
in-depth understanding of knowledge development. To remedy the weakness, this study lever-
ages deep learning algorithm on MPA method to facilitate an entity-based pathfinding method, 
thus to improve the interpretability of MPA method. This study introduces a four-step process to 
implement the proposed method: (1) Data preprocessing to structure the citation network for 
analysis. (2) Knowledge entity extraction using BERT-BiLSTM-CRF for identifying significant 
entities. (3) Main path search at the document level with a cluster-based approach for path iden-
tification. (4) Entity relationship identification across documents using a BERT-based model 
with a three-level masking strategy. This study aims to transform literature-based citation net-
works into detailed entity-based networks, enabling finer-grained knowledge flow extraction. 
Finally, to demonstrate the advantages of the new method, extensive experiments are conducted 
on a patent dataset pertaining to thin film head in computer hardware.  Experimental results show 
that our method is capable of discovering more fine-grained knowledge flows from important 
sub-fields, and improving the interpretability of candidate paths as well. 

Keywords: Main Path Analysis, Patent mining, Entity Extraction, Hard Disk 
Heads. 

1 Introduction 
With the rapid growth of scientific and technical documents nearby, it is increasingly 
crucial to extract valuable information from the overload data efficiently, effectively 
and archiving in-depth insights thereafter. In case of scientific research and decision-
making support, one of such valuable information is the knowledge flow which reflects 
the development trend of the focal domain. Earlier methods mainly dependent on man-
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ual reading of numerous documents to serve the purpose. With the advances of infor-
mation technology and the establishment of large-scale digital libraries, increasing re-
searchers have begun to archive knowledge flow in a semi-automatic or automatic man-
ner. For example, Wang et al. [1-2] facilitated technical roadmap by using information 
extraction method on patent texts, Nallapati et al. [3] utilized network clustering algo-
rithm to illustrate knowledge flow in citation network. Among them, main path analysis 
method proposed by Hummon and Dorerian [4] have received a lot of attention as a 
quick way to acquire evolution path from citation network, which can help to achieve 
more effective intelligence in scientific and technical information.  

But the evolution path consists of milestone documents still suffer from information 
overload, researchers have to read the texts to retrieve a detailed and comprehensive 
understanding of evolution path. To remedy this weakness, some researchers [1-2,5-6] 
have turned to information extraction technologies or topic models to generate fine-
grained evolution path, such as keyword-based path or topic-based path. The advances 
of information extraction technologies have significantly increased the performance of 
NER (Named Entity Recognition) task, and opened up new possibilities of fine-grained 
evolution path study [7-9]. By integrating NER and bibliometrics, Ding et al. [10] in-
troduced the concept of entitymetrics, which aims to using entities in the measurement 
of impact, knowledge usage, and knowledge transfer to facilitate knowledge discovery. 
But the assumption made by Ding et al. that if one paper cites another paper, then an 
entity in the citing paper will be considered to cite an entity in the cited paper, is prob-
lematic. In fact, when a paper cites another paper, it does not necessarily imply that all 
entities of the former share a citation link with all entities of the latter. Furthermore, 
due to the combinatorial explosion problem caused by Ding's assumption, the scale of 
the resulted entity citation network is dramatically increased, accompanied by a sub-
stantial amount of link noise.  

To address the above issues, this study proposes a novel main path analysis method 
to extract fine-grained evolution path from citation network. The new path connects 
knowledge entities with citation links to demonstrate knowledge flow in a fine-grained 
perspective. As for the combinatorial explosion problem aforementioned, a new multi-
head attention mechanism is proposed to identify entity links across different docu-
ments, thus to reduce entity links significantly. By integrating entity links with main 
path analysis method, a detailed representation of knowledge flow can be achieved 
through entity main paths. 

2 Related work 

As a time sequence diagram to reflect the historical evolution and knowledge diffusion 
in context of science [11], citation network has been widely used to trace the develop-
mental trajectory in a research field since 1964 [12]. The related studies can be divided 
into two broad groups: those measuring the importance of documents within citation 
network, and those analyzing the structure of citation networks. A representative 
method of the former is to identify network among most-cited documents on the basis 
of citation frequencies [12], namely critical path analysis [13]. Aside from documents, 
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the latter also concerns the citation links from their patterns to the structure of network 
which were neglected before. One of the most significant works in this group is MPA 
which considers both the citations a document receives and the documents it cites [4], 
thus to reflect the knowledge flow more comprehensively since those documents con-
tained in the flow not only build on prior publications but continue to act as an authority 
in reference to later works [14]. Due to the advantages, studies related to MPA have 
increased steadily in recent years and have aggregated into a tightly linked strand of the 
literature [15]. 

The basic idea of MPA is that different links were not equivalent in citation network, 
important links serve as main pathway and their removal will alter the entire process of 
knowledge dissemination. Conversely, the knowledge flow conveyed by the insignifi-
cant links is considerably less and exerts a less impact on the citation network. There-
fore, the main pathway contains critical links in knowledge dissemination and represent 
the skeleton of the citation network. Hummon et al. referred to the main pathway as 
main path and proposed a pipeline method, namely main path analysis (MPA) for its 
extraction. The basic procedure of MPA starts by assigning traversal weight to each 
link in the citation network, then emanates at each source vertex or sink vertex to search 
a citation sequence (path) with local or global optimal strategy adapted to link weight. 
By source vertex, we mean the vertex that is cited while referring to no other vertices 
and the sink vertex is the reverse. The last step of MPA is simply selecting the sequence 
that is the highest in sum of link weights or multiple sequences meeting certain criteria 
as the final main path(s). For illustration, the procedure is summarized as in Fig.1. 

 
Fig. 1 The basic procedure of MPA 

Aside from the general process mentioned above, there are also some studies com-
bining MPAs with other methods to provide more insight into the development of a 
discipline. Huang et al [16] identified different stages of technology life circle by curv-
ing fitting and compared the main paths in different stages to explore technology evo-
lution pathways. Along the direction, they further added co-classification and co-word 
analysis into MPA to supplement the technical evolution process and extract implicit 
or unknown pattern and topics [17]. As to the weak interpretability problem of main 
path caused by the professionalism and complication of the target discipline, Tu & Hsu 
[18] took advantage of text-mining techniques to add keywords to each vertex on the 
main path as labels, whereas Kim & Shin [19] leveraged structured experts’ judgments 
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to identify product component-patent linkages, thus to organize knowledge flow in a 
more structured way to improve its interpretability.  

By allowing researchers to concentrate on fewer documents, MPA helps to overcome 
the issue of information overload and facilitate the acquisition of valuable intelligence 
efficiently. Especially, the implementation of original MPA method and its variants by 
social network software Pajek has significantly advanced its development and wide-
spread application. But in the meanwhile, one can see that MPA method still suffers 
from information overload. The text attached to each vertex of the main path is usually 
the full text or abstract of the document, which impedes researchers to retrieve a de-
tailed understanding of evolution path directly. For example, the abstract of a paper 
typically encompasses information like purpose/significance, method/procedure, as 
well as result/conclusion. Such texts can’t facilitate main path to analyze knowledge 
flow in-depth and unveil the evolutionary mechanism of knowledge entity during 
knowledge dissemination. 

3 Methodology 

This study aims to identify the main paths in focal field at a micro-level, thus to receive 
an in-depth understanding of the mechanism underlying knowledge dissemination. To 
fulfill this target, a framework combining deep learning algorithms and MPA method 
is proposed, where deep learning algorithms targets at discerning entities in one docu-
ments and interrelations between entities across different documents, and the MPA 
method is to identify the critical links in citation network. The whole procedure of the 
methodology is shown in Fig. 2, which consists of four phases: data pre-processing, 
knowledge entity extraction, main path searching at document-level, entity relationship 
identification between documents. These modules will be detailed in the following sub-
sections. 

 
Fig. 2 The Procedure of the Entity-Based MPA Method 

3.1 Data Preprocessing  

Data preprocessing is the initial data analysis process, which comprises a set of methods 
and functions that clean, organize, and transform raw data into a structured format ap-
propriate for further analysis, modeling, and machine learning[20]. In this study, data 
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pre-processing refers to a pipeline including obtaining search results from data source, 
excluding irrelevant and abnormal data, and constructing a citation network from which 
to take the giant connected component. With the giant connected component and the 
text attached to each vertex in it, the experimental dataset is achieved.  

Since the target network must be directed acyclic graph(DAG) in MPA methods, it 
is necessary to remove the strongly connected subgraphs that might appear during cita-
tion network construction. So far a series of approaches, such as Kosaraju’s, Tarjan’s 
or Gabow’s algorithm can be utilized to fulfill this purpose. Afterward, these strongly 
connected subgraphs are shrunk into single vertices in citation network. As for the in-
ternal links within the strongly connected subgraphs, they are eliminated while the links 
between the strongly connected subgraph and external vertices are retained. 
3.2 Knowledge Entity Extraction 

Entity extraction, also known as named entity recognition, seeks to locate and classify 
named entity mentions in unstructured text into pre-defined categories. As one of the 
most fundamental tasks in natural language processing (NLP), entity extraction is 
widely used to identifying the key information in general texts, such as person, organ-
ization, location, time etc. But when it comes to bibliometrics, entity is defined as the 
individual knowledge units in scientific/technical documents like papers and patents 
[10], which deviates significantly from its counterpart in NLP. Furthermore, such entity	
is	categorized	into	macro-level	entity	(e.g.,	author,	journal,	article),	mesa-level	entity	(e.g.,	
keyword)	 and	micro-level	 entity	 (e.g.,	 dataset,	method,	 domain	 entities)	 to	 fertilize	 the	
analysis	of	knowledge	discovery,	among which the micro-entity, namely knowledge en-
tity is closest to the entity in NLP. 

However, scientific/technical documents are domain-specific texts, i.e. entity types 
in certain domain are specialized on that subject area and not interchangeable across 
domains. Taking the biomedical domain for example, the typical entity types are usu-
ally compound, gene, drug, disease, etc., while in integrated circuit domain the coun-
terparts are component, material, energy flow, measurement and so on. Given that en-
tity types across different domains are not interchangeable, the requirement for data 
annotation still remains when utilizing current state-of-the-art (SOTA) methods, 
namely supervised deep learning methods, to conduct knowledge entity extraction. In 
this regard, a two-step procedure including data annotation and model training is uti-
lized to serve the purpose. Data annotation refers to manual identification of knowledge 
entities from patent texts, which will not be elaborated here. As for model training, this 
paper uses BERT-BiLSTM-CRF, one of the state-of-the-art deep neural network mod-
els [21] in our framework. This model takes sentences as input and represents every 
token with its position and segment information as one vector. During training 
procedure these vectors pass through the layers within BERT-BiLSTM-CRF and output 
the predicted label for each token in the sentence. With the help of back propagation 
algorithm, the predicted labels will approximate the true labels and finally enable 
BERT-BiLSTM-CRF to recognize knowledge entities in new sentences. 
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Fig. 3 Architecture of the BERT-BiLSTM-CRF Model for Entity Extraction 

3.3 Main Path Search at Document Level 

This procedure starts by assigning weight to each link in the citation network, then 
obtains all the source/sink vertices, and for each source/sink vertex, searches candidate 
paths with the greedy strategy. By source vertex, we mean the vertex that is cited while 
referring to no other vertices and the sink vertex is the reverse. The benefit of greedy 
search strategy is that its time complexity is O(𝑛), where n denote the number of verti-
ces in the citation network, thus can achieves locally optimal path in limited time even 
for large networks. The pseudo-code of candidate paths search algorithm is shown as 
follows. 
Input: A citation network G and a source vertex s of G. 
Output: The path led by s with locally highest sum in link weights. 
(1) The procedure greedy-path-search(𝐺,	s) 
(2)     let P be a list with s in it 
(3)     while G has unvisited vertices do 
(4)          neighbor_vertices = get_neighbors(G, s) 
(5)          If neighbors in empty then 
(6)              Break 
(7)          end if 
(8)          max_weight_neighbor = max(neightbors, link_weights) 
(9)          P.append(max_weight_neighbor) 
(10)          s = max_weight_neighbor 
(11)     end while 
(12)     return P 

Next task is to select paths representative of significant sub-technologies overall in 
the research field. Previous studies mainly choose paths on basis of their traversal 
weight which have the limitation of uncovering all significant sub-technologies in the 
interested field. As a remedy, we propose a cluster-based method for path selection 
which consists of three steps as follow: 

110             C. Yu et al.



(1) Use Latent Semantic Index (LSI) [22] to represent each document in the citation 
network as a vector. 

(2) For each candidate path, the vectors of all documents on it are added up element-
wise and normalized to represent the path. 

(3) Cluster all candidate paths in their normalized vector representations and choose 
the path with the highest sum in link weights in each cluster as output. 
Due to its significance, the last step will be described in more detail. Here cosine 

distance D! between any two candidate paths, say, u and v is computed by Formula (4): 
D!(𝑢, 𝑣) = 1 − "⋅$

∥"∥	∥$∥
	                               (4) 

Where U, V is the vector representations of path u and v produced by step two, 	 "⋅$
∥"∥	∥$∥

 
is the cosine similarity between	𝑈	and	𝑉 and ∥∙∥ means Euclidean norm of a vector. 
Thereafter, a classic algorithm named density peak clustering[23] is used for path clus-
tering. This is a density-based algorithm capable of automatically finding the correct 
number of clusters by computing two quantities of each data point i consisting of its 
local density 𝜌' and its distance 𝛿' from points of higher density. As cluster centers are 
surrounded by neighbors with lower local density and that they are at a relatively large 
distance from any points with a higher local density, it’s easy to identify these cluster 
centers by drawing a scatter plot with 𝜌 and 𝛿 as its axes, namely decision graph.  
3.4 Entity Relationship Identification Across Documents 

Based on the retrieved knowledge entities and main paths in previous sections, this 
section utilizes entitymetrics to drill down the main paths from document-level to en-
tity-level, as shown in Fig. 4. Entitymetrics assumes that if two documents have a cita-
tion relationship, then any entities within the two documents have a citation relationship 
as well. This assumption often causes the structure of the entity level main path com-
plicated, as shown in Fig.4(c), and reduces the interpretability of the resulted paths. 
Therefore, it is necessary to prune the main path to highlight entity pairs across docu-
ments with citation relationships. 

This study proposes a BERT-based method to serve the purpose. The basic idea is 
to identify entity citation relationships by leveraging the ability of self-attention mech-
anism in BERT in capturing internal relationships among texts. However, BERT only 
supports input length up to 512 tokens, which can be easily surpassed by the concate-
nation of citing and cited documents, and it does not distinguish between entities and 
non-entities in texts as well. To remedy the problems, a new model is designed in Fig. 
5. Specifically: 
 

 
Fig.4 Entity Citation Network and Generation of Entity Main Paths 
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Fig.5 The Joint Model for Identifying Entity Citation Relationships 

(1) By combining two BERTs, a joint model is built in which BERT-1 is for citing 
document and BERT-2 is for cited document, thus solving the problem of long 
texts when multiple documents are input into the joint model. 

(2) To enable the joint model to identify entity citation relationships across docu-
ments, a three-layer masking mechanism is proposed in the joint model, as shown 
in Fig.6, in which the length alignment mask aims to keep the input text of each 
BERT in the same length, the entity attention mask is to facilitate self-attention 
mechanism to focus on knowledge entity while ignoring non-entity words, and the 
inter-document entity relationship mask confines the self-attention mechanism to 
entity relationships between documents while disregarding those within the same 
document.  

(3) To further improve the performance of the joint model, a fine-tuning task, namely, 
classification of whether a citation relationship exists between two documents is 
proposed as well. Given that citation data can be directly sourced from biblio-
graphic databases, it is feasible to generate substantial annotated data at low cost. 
In the meanwhile, the fine-tuning task is closely related to identification of entity 
citation relationships, which enables the two tasks to be mutually improved during 
fine-tuning and achieves better performance for identifying entity citation relation-
ships. 

 
Fig. 6 Three-Level Masking Strategy to Identify Entity Citation Relationships 
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4 Empirical Study 

4.1 Dataset Overview 

To demonstrate the advantages of the new method, extensive experiments are con-
ducted on a patent dataset related to thin-film heads in computer hardware, namely 
TFH-2020 dataset [24]. These patents are collected from the United States Patent and 
Trademark Office (USPTO) database with a search strategy combining keywords, ap-
plication time and patent citations. Specifically, at the first stage 137 seed patents are 
retrieved with the search statement of “ABST/’thin film head’ AND 
APD/1/1/1976->31/12/2003”. Through forward and backward citation to these seed pa-
tents at the next stage, the patents dataset is extended to 2,048. After removing irrele-
vant patents, 1,010 patents are kept and their abstracts are used for knowledge entity 
and semantic relation annotation. The annotated dataset can be accessed public freely 
through https://github.com/awesome-patent-mining/TFH_Annotated_Dataset. But the 
citation network constructed by TFH-1010 dataset is abundant with small connected 
components and isolated vertices, which doesn’t fulfill the prerequisites of the proposed 
method that the network should be a connected component with certain scale. Hence, 
the forward and backward citation method is employed once more to extend the TFH-
1010 dataset. This results in a connected component comprising 3505 patents and 
serves as the experimental data in this study.  
4.2 Knowledge Entity Extraction 

The next step is to train BERT-BiLSTM-CRF model with the TFH-1010 annotated da-
taset, and then extract knowledge entities from other patents in the experimental data. 
As original BERT [25] is pre-trained on general corpus like BookCorpus and English 
Wikipedia, the significant distinction between general texts and patent texts will se-
verely jeopardize its performance in knowledge entity extraction from patent texts. To 
address the problem, this study utilizes BERT-for-patents [26], a specialized version of 
BERT pre-trained on more than 100 million full-texts of patent documents, which 
turned out to improve the performance of knowledge entity extraction in patent texts 
significantly.To measure the performance of BERT-BiLSTM-CRF in the experimental 
data, the TFH-1010 is randomly divided into training set and testing set with a 4:1 ratio. 
After 40 epochs of model training, the loss curve is shown in Fig. 7, and the micro-
average of precision, recall, F1-value for the test set are 86%, 85%, 86%. Fig. 8 shows 
precision, recall and F1-value for each type of entity denoted by its first 3 letters. 
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Fig. 7 Knowledge Entity Extraction Loss Curve

 
Fig. 8 Result of Knowledge Entity Extraction for different entity type 

4.3 Generation of Main Path at Document-Level 

With the greedy search strategy (cf. Subsection 3.3), candidate paths can be obtained 
from our citation network. After each document in the citation network is vectorized 
with the LSI model, the vectors of all documents along a candidate path are added up 
element-wise and normalized to represent the path. Then, the candidate paths are clus-
tered into different sub-fields with the density peak clustering method [27]. This den-
sity-based method can automatically find the correct number of clusters [28].Intui-
tively, the paths located at the cluster centers, as shown in Fig.9 (a), can best represent 
the topics in each cluster. However, such paths are not suitable to be main paths due to 
their low topological weights. To address the problem, the path with the largest topo-
logical weight in each cluster is chosen to represent the resulting cluster, as depicted in 
Fig. 9 (b), and the details of each main path are shown in Fig. 10. 
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(a)                                                                        (b) 

Fig. 9 The semantic distribution of candidate path  
 

 
Fig. 10 The detailed information of main paths in different sub-fields  

4.4 Generation of Main Paths at Entity-Level 

Given that long paths are more suitable for reflecting knowledge dissemination in cita-
tion networks, path 1 and path 2 are chosen to construct the entity-level main path. 
However, when entities are incorporated into these main paths, the issue of combination 
explosion caused by entitymetrics would result in significantly complicate paths, as 
illustrated in Fig. 11. Hence, it is imperative to prune the main paths with the joint 
model (cf. subsection 3.4) to explicitly delineate the knowledge flow in micro-level. To 
fine-tune this joint model, a dataset comprising 9,657 samples were constructed where 
each sample is composed of three fields, i.e., the abstract of the citing patent, the ab-
stract of the cited patent and a signal indicating whether a citation relationship exists 
in-between. Considering that the fine-tuning task belongs to binary classification, the 
dataset is balanced with a 1:1 ratio of positive to negative samples. After fine-tuning, 
this model demonstrated remarkable performance in classifying the citation relation-
ships by achieving a score of 0.89 in F1-value. 
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Fig. 11. Initial Entity Level Main Path  

By fine-tuning the above classification task, the joint model optimizes the self-atten-
tion mechanism within to identify the entity pairs across documents with citation rela-
tionships. To gain an in-depth understanding of the joint model in this task, the weights 
of different entity pairs on the self-attention layers of the joint model are plotted in Fig. 
12, where x-axis is the weight value and y-axis indicates the number of entity pairs, 
yellow dots indicate entity pairs from two documents with citation relationship, while 
the blue dots indicate the opposite. It is not difficult to see that the two types of dots 
differ significantly in terms of weight at self-attention layers, suggesting that the self-
attention layers can effectively distinguish between entity pairs in two documents with 
citation relationship and those without. 

Through the fine-tuned joint model, entity pairs with citation relationships path 1 and 
path 2 are identified and assembled to the entity main paths in Fig. 13 and 14. In these 
figures, vertices of different colors represent different types of knowledge entities. 
More detail information about the knowledge entities types can be referred to Table 1. 
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Fig. 12 Distribution of Self-Attention Weights  

 
Fig. 13 Entity-based main path 1 
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Fig. 14 Entity-Based Main Path 2 

Table 1. Entity Types and Color Indications 

Entity Type Description Color 
Energy flow Entity relevant to energy  

Location Place or position  
Effect Change caused an innovation  

Function Manufacturing technique or activity  
Shape The external form or outline of something  

Component A part or element of a machine  
Attribution A quality or feature of something  

Consequence The result caused by something or activity  
Material The matter from which a thing is made  

Scientific concept Terminology used in scientific theory  
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4.5 Experimental Results & Discussions 

To obtain an in-depth understanding of the characteristics of the entity-based main path 
analysis method and achieve valuable insights about the knowledge evolution in micro-
level, the experimental results are further analyzed at the entity and path levels respec-
tively. We find that: 
(1) Knowledge development exhibits distinct characteristics in different stages. As can 
be seen from path 1 and path 2, in early stage patents were primarily focused on material 
science, inventors strived to find suitable materials to serve as magnetic mediums, in-
sulating materials and protective metals to improve the data storage density and read-
write efficiency in hard disk drive. But with the advancement of technology, inventors 
have begun to develop more compact and efficient structures to improve the perfor-
mance of hard disk drive in terms of energy conservation, portability and high-speed 
read-write capability. This indicates the mature stage of hard disk drive technology. 
(2) The direction of R&D shifts from being singular to diverse along the entity main 
path. In early stage, inventions were mainly concentrated on system design and material 
selection, which indicates that the primary objective at that time was to realize the basic 
functions of hard disk drive and to validate the technological feasibility. But as tech-
nology advances, numerous requirements have appeared, such as noise reduction, en-
ergy conservation, stability in data transmission, etc. In response to these challenges, 
an increasing trend of diversity in R&D activities began to emerge in later stages. 
(3) As for path 1 and path 2, it is not difficult to see that they share some features in 
common, that is, the patents in early stage mainly pertain to system design and material 
selection. But with the advancement of technology, the R&D directions of the two paths 
diverge: path 1 endeavors to improve the performance of data transmission in hard disk 
drive by enhancing the track width accuracy, optimize the alignment process of pole tip 
to magnetic head and so on, while path 2 starts from the fundamental principles of 
electromagnetism and achieves technological progress through refining the structure of 
hard disk drive. 

5 Conclusion 

Due to the ability of tracing the most significant developmental path of a field through 
a citation network, the MPA method is widely used to find a set of documents that plays 
an important role in a specific area and identify a main evolutionary pathway in 
scientific and technological field. Especially when the citation network gets larger and 
more complicated, it significantly relieves researchers and technology managers from 
laborious and cumbersome job in literature review. But traditional main path views 
documents as vertices while disregards that these documents are professional texts and 
researchers have to achieve valuable insights from the main path via manual reading 
and summarization, which is not only time consuming but also suffers from subjective 
bias. 

To remedy the weakness, this study leverages the knowledge entities identified from 
texts to facilitate an entity-based MPA method to trace knowledge flow in citation net-
work at micro-level. For the new type of main path, the vertices indicate knowledge 
entities from corresponding documents and the links connect knowledge entities with 
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citation relationships across documents. To identify entity pairs with citation relation-
ships across documents, a joint model incorporating three-level masking attention 
mechanism is proposed and a fine-tuning task, i.e., classification of whether a citation 
relationship exists between two documents is suggest to improve the joint model’s per-
formance in identifying entity citation relationships between documents. To 
demonstrate the advantages of our method, extensive experiments are conducted on a 
patent dataset pertaining to hard disk drive in computer hardware. Experimental results 
show that our method is capable of discovering more detailed knowledge flows from 
the focal citation network, and revealing the characteristics of knowledge development 
in different stages as well. 

Though, this study is subject to the following limitations. (1) Knowledge entity var-
ies in information granularity, some entities represent the entire system or sub-systems, 
while others represent its components. The proposed method doesn’t take the infor-
mation granularity into consideration, which may increase the difficulties in interpret-
ing entity-based main path. (2) The 3-layer masking mechanism in the joint model is 
an unsupervised deep learning method. However, it lacks of precise evaluation in iden-
tify entity citation relationships across documents, and there is considerable room left 
for its improvement. (3) Given the significant distinctions between paper and patent in 
citation network characteristics and textual features, the effectiveness of this proposed 
method on scientific paper need further validation. 
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