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Abstract. Task scheduling in cloud computing environments is crucial for opti-

mizing resource allocation and enhancing system efficiency. In this paper, we 

present a systematic analysis environment for evaluating various task scheduling 

algorithms. We focus on three prominent algorithms: Ant Colony Optimization 

(ACO), Round Robin, and Genetic Algorithm (GA). Each algorithm offers 

unique strengths and trade-offs, making them suitable for different cloud compu-

ting scenarios. Firstly, we delve into the principles of Ant Colony Optimization, 

leveraging the collective intelligence of artificial ants to find optimal task assign-

ments in a distributed manner. Secondly, Round Robin, a simple yet effective 

algorithm, cyclically allocates tasks among available resources, ensuring fair uti-

lization. Lastly, Genetic Algorithm, inspired by natural selection processes, 

evolves task scheduling solutions over successive generations, adapting to dy-

namic workload conditions.  
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1 Introduction 

Cloud computing is an important part of advanced computing structures. Computing 

ideas, technologies and frameworks have advanced. We have combined those decades. 

Depends on many technical factors. Development and revolution. Cloud computing is 

a computing technology. The next section of improvement and deployment will quickly 

be solidified. Distributes more than one program. As a large advantage when cloud 

computing takes to the air, builders want to create methods to optimize the application. 

To type out architectural paradigms. The role of virtual machines. Thanks to virtualiza-

tion technology, occasion is critical due to the fact it's miles extra vital Cloud computing 

infrastructures need to be scalable. So, developing better Scheduling virtual machines 

is a crucial trouble. Cloud Computing the architecture consists of 3 layers of software  
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that require the necessary offerings. The major goal is to agenda offerings for virtual 

machines over the Internet It involves identifying in the proper order, in step with the 

right time Which obligations can be executed in step with the necessities of the trans-

action account. Work Homework is not clean with cloud computing. To remedy this 

trouble, we will consult Number of efficient process scheduling algorithms. They aimed 

for better overall performance Open the quilt of the venture via assigning the desk. 

The purpose is to apply green computing. Computer assets and economically viable 

techniques. Eco pleasant manner  

2 Related Work 

Smooth nature of huge actual-time internet programs in ultra-modern environment. 

Data centers with dispensed workflows allow faster turnaround Internet traffic is related 

to usage. Network glide is useful and contributes to improving software performance 

and operator revenue within a sure period. Modern delivery protocols (together with 

TCP) are considered. Their internet appearance isn't dependent on any such lion run. 

Instead, they argue to allocate community assets thoroughly. As seen, this could nega-

tively impact the utility Achievement Based on these and more findings This article 

describes the design and implementation of D3, a customizable notification-based pro-

tocol, which addresses the shortcomings of TCP in a records-middle environment. T3 

makes use of an express control fee for delivery Periodic drift. A score of nineteen 

knots, two degrees. The examined average statistics effortlessly suggests D 3 even with 

no time records. It outperforms TCP in terms of shorter go with the flow put off and 

burst tolerance. Then, secondly using the timing information, D3 doubles the height 

load Maurice does now not take delivery of himself at instances. Researchers have also 

centered on the network necessities to aid disaggregated facts centers and have shown 

the want for a software tool to take benefit of disaggregation. The effects show that the 

deployment of MCRVMP expands the scalability of the information middle and helps 

time-varying site visitor’s needs. Their evaluation quantifies the impact of enter varia-

bles at the output model. It is a necessary a part of a selected and urban plan. Efficiency 

and accuracy are an exchange- off in probabilistic uncertainty analysis. Key conse-

quences on troubles with uncertain manner instances, lead times, and device break-

downs don't forget diverse goal functions, both regular, which can be nondecreasing 

features final touch time, and abnormal, along with anticipated untimely tardiness. Cur-

rently available virtual machine (VM) useful resource planning in cloud computing en-

vironments mostly considers the state of the system as it is, seldom considering system 

modifications and historical data, which leads to inconsistent device load. Considering 

the problem of load balancing in digital gadget useful resource making plans, after ap-

plying the set  of rules, the loads of each node are usually balanced, and the exchange 

in machine load is small. So, we can finish that the set of rules has a great global stur-

diness and might attain the fine solution in a very quick time. Methods like Min-Min, 

Round Robin and FCFS for load balancing. A student proposed the street load machine. 

We propose a brand-new model to improve cloud computing overall performance 

through balancing allotted records in statistics intensive applications which includes 
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allotted statistics mining. The effects obtained by using the proposed paintings were 

appreciably higher than other techniques used. Performance analysis is done with the 

use of numerical assets and assets only. It specializes in the design and implementation 

of numerous on-line algorithms. It tries to improve the scheduling of virtual machines 

in the sort of cloud array device. Minimizes delays in always completing jobs. Major 

contribution these are the documents. Latencyoptimal VM scheduling as we do inside 

the choice method. A digital device can use configuration to symbolize a bodily useful 

resource necessity. A less complicated on-line framework is proposed to discover an-

swers buffering and scheduling incoming jobs using the Shortest Job First (SJF) cover-

age Minute-by using- minute great fit (MMBF) set of rules. To keep away from a likely 

loss of paintings within the first scheme, any other device becomes created; SJF com-

bines buffering and reinforcement learning (RL) based scheduling. Algorithms are 

given under. Simulations are carried out to check the effectiveness of the proposals.   

3 Proposed System 

Task scheduling in cloud computing is pivotal for optimizing resource utilization and 

system efficiency. In this proposed system, we aim to investigate three distinct task 

scheduling algorithms: Genetic Algorithm (GA), Ant Colony Optimization (ACO), and 

an Analytic Algorithm. A comprehensive literature review follows, examining existing 

algorithms and analyzing the strengths, weaknesses, and applicability of GA, ACO, and 

the Analytic Algorithm in task scheduling contexts.  

 

The proposed system architecture delineates the core components: a Task Generator, 

Resource Pool, and Scheduling Module, illustrating their interactions and integration 

with the chosen algorithms. Subsequently, each algorithm is elaborated upon in detail. 

The Genetic Algorithm section covers its fundamental principles, including task and 

resource encoding, genetic operators such as selection, crossover, and mutation, and 

the design of fitness functions, alongside considerations for implementation and param-

eter tuning.  

 

In the Ant Colony Optimization segment, we delve into its application to task sched-

uling, treating it as a graph problem and elucidating pheromone update and evaporation 

rules, solution path construction, and the impact of parameter settings on convergence. 

Conversely, the Analytic Algorithm approach is discussed, focusing on mathematical 

modeling of task resource assignments, optimization criteria, and solving techniques 

like linear programming and optimization heuristics, contrasting its advantages and 

limitations with GA and ACO. The predominant advantage of process scheduling set 

of rules is excessive throughput. System and overall performance to improve device 

overall performance. In the proposed machine, implementation takes much less time. 

520             M. G. B. renuka et al.



 
                                      Fig. 1. Proposed Architecture  

(https://www.researchgate.net/publication/346340168/figure/fig2/AS:96241784036

9665@1606469702091/Schematic-diagram-of-cloud-computing-task-scheduling.png) 

  

  

 

                                  Fig. 2. Block Diagram in detail 

Task Scheduling Algorithms for Cloud Computing Resource             521

https://www.researchgate.net/publication/346340168/figure/fig2/AS:962417840369665@1606469702091/Schematic-diagram-of-cloud-computing-task-scheduling.png
https://www.researchgate.net/publication/346340168/figure/fig2/AS:962417840369665@1606469702091/Schematic-diagram-of-cloud-computing-task-scheduling.png


MODULES  

1. Service and VM scheduling.  

2. Analysis.  

3. Results.  

 

Modules description 

 

Service and VM scheduling  

The design of the structure can be used in many distinctive ways alternatives. A true 

method consists of roles. Concentrate: Balanced and strength green in records facilities 

and virtualization car quality of service parameters calculated by way of person and 

box Lead time, fee and extra. It ought to fulfill safety functions. Fair distribution of 

resources plays a vital role in planning. This module mostly discusses the SAMR rules 

that we have created. In the future, it will likely be a new mechanism with limited work 

that requires more services and aims to shorten the execution time given. In the context 

of the surrounding Time distinction cloud community, we require and investigate this 

set of guidelines.  Moreover, our endeavors extend beyond mere conceptualization, as 

we embark on the practical evaluation of these refined algorithms within the dynamic 

landscape of a Time Difference Cloud Network environment. This environment, char-

acterized by its distributed architecture and leveraging the capabilities of cloud compu-

ting, offers an ideal setting for scrutinizing the efficacy and scalability of our innova-

tions. The notion of "time difference" hints at the global reach of our network, implying 

a transcendent approach that acknowledges temporal variations across diverse geo-

graphical regions.  

  

Cloud scheduling task algorithms manage resource allocation in cloud computing, op-

timizing efficiency and minimizing task completion times. They prioritize tasks based 

on urgency and requirements, dynamically allocate resources, and balance loads to pre-

vent bottlenecks. Various scheduling policies govern task execution, while adaptation 

mechanisms adjust decisions in real-time. Optimization objectives include minimizing 

response time and maximizing throughput. Advanced algorithms use predictive analyt-

ics to anticipate demand. They prioritize fault tolerance and scalability and incorporate 

feedback mechanisms for continuous improvement. Overall, they aim to optimize re-

source utilization and meet performance objectives in dynamic cloud environments. 

 

Analytical Algorithm 

 

Step 1: Get an outline of the hassle. This step is greater hard than that I am seeing.  

Step 2: Ask the question.  

Step 3: Design the excessive-stage algorithm.  

Step 4: Refine the set of rules through adding info.  

Step 5: Familiarize yourself.  

with the algorithm. 

The formulae used in the proposed algorithms are: 
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Utility Value (Composition) = (costsnorm * 0.34) + (Response Timenorm * 0.33) + 

(Availability norm * 0.33). 

Fitness = (if no constraints violated) Utility + 1 

                 (otherwise) Utility * (1 – (w1 * δcosts + w2 * δResponse Time + w3 * 

δavailability)) 

 

This algorithm is compared with ant colony optimization and genetic algorithms in 

the next section. 

4 Experimentation and Results 

In the results section, I'm excited to delve into how our genetic algorithm approach 

unfolds in optimizing our problem. Genetic algorithms, inspired by natural selection, 

offer a fascinating framework for iteratively refining our solutions.As we progress 

through generations, our algorithm aims to zero in on the most optimal or near-optimal 

solutions. This journey is driven by the interplay of various genetic operators like se-

lection, crossover, and mutation. It's intriguing to witness how these operations shape 

the genetic makeup of our candidate solutions, gradually steering them towards more 

promising regions of the solution space. 

 

 
 

Fig. 3. Development of the optimal composition 

 

One aspect that particularly catches my attention is the impact of genetic operators. 

Crossover facilitates the exchange of genetic material between individuals, potentially 

blending advantageous traits. Meanwhile, mutation injects novelty into the population, 

preventing premature convergence and encouraging exploration of uncharted territories 

within the solution space.Maintaining diversity within our population is vital. It's akin 

to ensuring we don't put all our eggs in one basket. Diversity preservation mechanisms, 
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such as elitism and strategies that promote diversity during selection, help keep our 

exploration robust and guard against premature convergence. 

 

 
 

                  Fig. 4. Number of Different Solutions per generation 

 

Tracking the number of different solutions per generation offers valuable insights. It's 

like taking a pulse of our algorithm's health. Observing fluctuations in this metric gives 

us a sense of how well our algorithm is exploring the solution space and adapting to the 

changing landscape of optimization dynamics.  

 

Table 1: Task vs Response Time 

 

 
Task Response time

ServiceClass0-WebService0 0

ServiceClass0-WebService1 3

ServiceClass0-WebService2 9

ServiceClass0-WebService3 18

ServiceClass1-WebService0 28

ServiceClass1-WebService1 31

ServiceClass1-WebService2 37

ServiceClass1-WebService3 46

ServiceClass2-WebService0 56

ServiceClass2-WebService1 59

ServiceClass2-WebService2 65

ServiceClass2-WebService3 74

ServiceClass3-WebService0 84

ServiceClass3-WebService1 87

ServiceClass3-WebService2 93

ServiceClass3-WebService3 102  
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Fig. 5. Response Time for each task 

 

We find that visual representations, like graphs or charts, greatly enhance our under-

standing of the algorithm's behavior. They provide a tangible way to see how our solu-

tions evolve over generations and how diversity changes over time. These visuals are 

not just informative but also help communicate our findings more effectively to others. 

 

Table 2: Runtime of Algorithms 

Variable Value 

Runtime: 21.93 ms 

    Genetic Algorithm 15.45 ms 

    Ant Algorithm 5.92 ms 

    Analytic Algorithm 558200 ns 

                         

 
Fig. 6. Runtime comparison of scheduling algorithms 
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The motive of this has a look at is to apprehend the demanding situations clients 

face whilst considering inexperienced cloud computing. Additionally, this looks at 

pursuits to perceive empirical solutions to demanding situations faced by way of 

inexperienced cloud computing practitioners. A survey questionnaire became used 

to advantage perception into the problems they face and how they deal with them. 

Data was amassed from sixty-9 green cloud computing professionals. The results 

display that "lack of first-rate provider," "lack of green reaction," and "loss of of-

ferings to fulfill consumer wishes" are essential to inexperienced cloud computing. 

In addition, there are sixty-3 approaches to clear up issues related to inexperienced 

cloud computing. Addressing green cloud computing problems and practices can 

assist clients' groups update and rethink their processes to not forget green cloud 

computing.  

5 Conclusion and Future Enhancement 

In the coming years, researchers should undertake Enumeration of diverse respon-

sibilities in inexperienced sectors. They ought to focus on power efficiency or the 

cloud. Computer centers and population facilities. This era is wonderful Institutional 

corporations. It's a green international. It is handiest feasible whilst all stakeholders’ 

paintings collectively Help on the same time. Otherwise, for intense cases. Ques-

tions in coming years. There will be extra within the future Research on this vicinity. 

Furthermore, future directions for the system include integrating additional sched-

uling algorithms for hybridization, dynamic algorithm selection based on real-time 

workload conditions, and scalability enhancements to support large-scale cloud en-

vironments. Through these advancements, the proposed system aims to achieve ef-

ficient and adaptive task scheduling in cloud computing environments, ultimately 

enhancing system performance and resource utilization. Green computing has be-

come more popular in current years due to the onslaught of greenhouse gases. Pro-

duction seemed to be on climate change and worldwide warming. Beyond the main-

stream Problems, monetary necessities and IT energy and energy requirements are 

also a situation the cakes will upward push. Plans for green IT ought to consist of 

efficient and viable offerings "Energy Saving Solutions, Green Computing with Ef-

ficiency" Reduction in future intake.  

In the future, enhancements in the system could include integrating additional 

scheduling algorithms, dynamically selecting algorithms based on real-time con-

ditions, incorporating machine learning techniques for predictive scheduling, and 

improving scalability for large-scale cloud environments. By implementing this 

system in NetBeans, organizations can achieve efficient task scheduling and re-

source allocation in cloud computing environments, leveraging the strengths of 

multiple algorithms to optimize performance and adaptability.   
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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