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Abstract. Knee osteoarthritis (KOA) is a common long-lasting ailment charac-

terized by joint degradation, impacting millions worldwide and posing significant 

challenges in early detection and management. Radiographic assessment, partic-

ularly through the Kellgren-Lawrence (KL) grading scheme, serves as a corner-

stone for diagnosis and disease monitoring. However, the subjective nature of 

visual examination, coupled with the expertise-dependent interpretation, often 

leads to variations in grading accuracy and delays in intervention. This study in-

troduces an enhanced Computer-Aided Diagnostic (CAD) system framework 

leveraging Adaptive Pretrained Convolutional Neural Networks (CNNs) for 

rapid and precise classification of KOA severity based on KL grading By learn-

ing on large-scale datasets, transfer learning is utilized to create robust represen-

tations, which helps to mitigate the difficulties brought on by the scarcity of med-

ical data. The performance of these transfer learning is enhanced by introducing 

adaptability to refining through partial fine-tuning of the layers to accommodate 

the specific nuances of KOA grading. The effectivity of the proposed enhance-

ment is evaluated by using an extensive experimental setup in which eight pre-

trained CNN models, namely NasNetLarge, InceptionV3, DenseNet169, Res-

Net152V2, NasNetMobile, ResNet50V2, ResNet101V2 and InceptionResNetV2 

are used for KOA using KL grading in clinical scenario. The proposed enhanced 

approach is applied on Kaggle X-ray data sets repository.  The method demon-

strates promising results in accurately classifying KOA severity, offering a sig-

nificant advancement towards early detection and personalized management 

strategies. The results show that NasNetLarge is the most efficient model, with a 

validation accuracy of 98.8%, training accuracy of 98.3% and precision of 

99.7%. By combining pretrained CNN models and transfer learning with partial  
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fine-tuning, the proposed framework facilitates rapid and cost-effective diagno-

sis, contributing to early diagnosis and help to reduce progression. 

Keywords: Knee Osteoarthritis, Kellgren-Lawrence, Artificial Intelligence, 

Deep learning, Computer aided diagnosis, Rectified Linear Unit (ReLU), Partial 

fine-tuning. 

1 Introduction 

Knee osteoarthritis (KOA) stands as a significant health challenge worldwide, af-

fecting millions and imposing substantial burdens on healthcare systems and econo-

mies. In India, where it affects 15-20% of individuals above the age of 60, its impact is 

particularly profound. This chronic degenerative joint disease not only leads to debili-

tating effects but also strains healthcare resources, emphasizing the urgent need for ef-

fective management strategies. Early detection plays a crucial role in addressing knee 

OA [1-2], offering opportunities for timely intervention and improved treatment out-

comes. By identifying the condition in its early stages, healthcare providers can imple-

ment measures to slow disease progression, mitigate pain, and preserve joint function. 

Moreover, early detection has the potential to reduce the need for costly interventions 

like knee replacement surgery and prevent debilitating complications, thereby alleviat-

ing the burden on healthcare systems. 

The Kellgren-Lawrence classification system serves as a cornerstone in the diagno-

sis and management of knee Osteoarthritis. Figure1. illustrates both samples and stand-

ards for the KL grading system [3-6]. This widely used system, based on radiographic 

imaging, enables clinicians to accurately assess disease severity by evaluating parame-

ters such as joint space narrowing, osteophyte formation, and subchondral bone sclero-

sis. By leveraging this classification system, healthcare providers can tailor treatment 

strategies to individual patient needs, optimizing therapeutic outcomes and enhancing 

quality of life. Despite the effectiveness of traditional diagnostic tools like the Kellgren-

Lawrence classification system, advancements in technology, particularly in Artificial 

Intelligence (AI), offer new opportunities for enhancing diagnostic precision. Deep 

learning algorithms [8-9], such as 3D convolutional neural networks, have demon-

strated remarkable capabilities in predicting disease severity from radiographic images 
with impressive accuracy rates. 

This paper provides a comprehensive overview of the challenges posed by knee OA, 

emphasizing the importance of early detection and effective management strategies. 

The proposed system explores the role of traditional diagnostic tools like the Kellgren-

Lawrence classification system and examines the potential of cutting-edge technolo-

gies, such as deep learning algorithms, in enhancing diagnostic precision. Transfer 

learning with partial fine-tuning can be a powerful technique when applied to image 

classification tasks such as KOA classification. By integrating these approaches syner-

gistically, healthcare providers can improve patient care, optimize treatment regimens, 

and ultimately lessen the impact of knee osteoarthritis on individuals and healthcare 

systems. 
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Fig. 1. Assigning KL grades to knee joint samples [7]. 

Knee osteoarthritis (KOA) is a major challenge for healthcare systems worldwide, 
impacting millions of people globally and posing substantial challenges in diagnosis, 

management, and treatment. KOA [10-11]is a degenerative joint condition marked by 

the gradual breakdown of articular cartilage, synovial inflammation, and alterations in 

subchondral bone, ultimately leading to pain, stiffness, and functional impairment.  

 

Table 1. Description of KL Grading [12]. 

 

 

While numerous modalities exist for KOA assessment, radiographic evaluation re-

mains a cornerstone in clinical practice, particularly through the utilization of the 

Kellgren and Lawrence (KL) grading system. Table 1. Shows the detailed description 

about the KL grading system. Introduced in 1957 by Kellgren and Lawrence, the KL 

grading system serves as a widely accepted method for categorizing the severity of 

KOA based on radiographic findings. The method categorizes KOA into five classes (0 

to 4) according to the degree of joint space constriction, presence of osteophytes, scle-

rosis, and overall joint deformity seen on X-ray images. Grade 0 indicates no evidence 

of osteoarthritis, while grades 1 to 4 denote increasing severity, with grade 4 represent-

ing severe degenerative changes and significant joint damage. 

2 Literature Review 

The Recent literature review highlighted the growing need for automatic grading of 

knee severity due to the fact that it allows for quicker diagnosis, and it is especially 

difficult to find radiologists in rural locations due to the shortage. For the purpose of 

KL 

Grade 
Classification Description 

0 Normal No evidence of osteoarthritis is present in the radiographs. 

1 Doubtful Doubtful joint space narrowing and possible osteophytic 

lipping 

2 Mild Specific osteophytes and potential restriction of the joint 

space 

3 Moderate Joint space constriction caused by many osteophytes and 

potential bony deformity     

4 Severe Bone end deformities, joint space constriction, and large 
osteophytes 
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addressing these issues, a number of computer-aided diagnostic (CAD) methods [13-

14] have been presented. These methods make use of machine learning (ML) and deep 

learning (DL) techniques for the purpose of classification, detection, and risk stratifi-

cation in Knee Osteoarthritis (KOA). The severity of osteoarthritis (OA) can be deter-

mined by using these approaches, which try to classify changes in knee joint gaps and 

osteophyte growth. For predicting radiographic and symptomatic knee osteoarthritis 

risks, one study presented a scoring system that makes use of artificial neural networks 

(ANN). 

Recently, Convolution Neural Networks (CNNs) and other deep learning-based 

technologies have been used to detect radiographic knee OA automatically. The knee 

joint was initially identified in radiographs using ResNet, a Residual Neural Network. 

Then, to automatically produce a KL-grade prediction, we merged ResNet with CBAM, 

a Convolutional Block Attention Module [15-16]. Across all classes, the suggested 

model attained an average accuracy of 74.81. In this study, they suggest using X-ray 

scans to autonomously divide the knee area and foretell the onset of knee osteoarthritis. 

Additionally, a comparison study utilizing an ensemble model with a YOLOv5 object 
detection algorithm for segmenting knee joints is suggested. For the KL grade classifi-

cation, many classification models, including VGG16, Resnet, and others, are tested. 

Extensive experiments are carried out to comprehend the necessity of the segmentation 

stage of the region of interest in the KL grade classification. 
The smooth motion of the joints is guaranteed by the cartilage covering the bone. 

Due to cartilage degeneration, the afflicted bones move together in knee OA, resulting 

in swelling, discomfort, and eventually loss of motion. This serves as the inspiration 

for the research, which offers an automated technique to measure the cartilage thickness 

in the knee's tibia femoral joint [17–18]. The study used a variety of image processing 

methods on a 2D knee magnetic resonance imaging (MRI). The thickness of the carti-

lage is measured and contrasted with the reference cartilage thickness provided by re-

search teams. Based on this data, KOA categorization is carried out. 

To increase the accuracy of defect recognition, research on picture enhancing tech-

niques is crucial. This paper presents a deep learning-based radiographic image en-

hancement system that addresses the issues of staff expertise and parameter adjustment 

in standard enhancement methods. Initially, the intended gathering of data to better ra-

diography images is created based on the needs of the process. Second, an enhanced U-

Net network image enhancement model is created to achieve noise reduction and image 

structure preservation utilizing the deep learning theory. Finally, radiographic pictures 

of intricate metal components serve as an illustration and verification of the suggested 

approach [19]. In this work, the dataset was subjected to binary classification 

(Covid+/Covid-) utilizing the Transfer Learning (TL) architectures of MobileNetV2 

and Resnet101V2. The outcomes were also contrasted with those of other TL topolo-

gies, including MobileNetV3Large, ResNet50V2, DensNet121, and ResNet152V2. 

The parameters for f1-score, precision, and recall were utilized to assess the outcomes 

[20–21]. The MobileNetV2 model produced the best performance values in the dataset 

that was provided. 
Joint osteoarthritis (OA) incidence in many modalities: a semi-supervised graph-

based deep learning technique prediction has been reported in a study. The proposed 

approach makes use of a graph-based regularization methodology that can improve 
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model performance by utilizing unlabeled data and multi-modal data. The results of the 

study show that the proposed method for knee OA incidence prediction using multi-

modal data, including clinical and MRI imaging as well as demographic data, performs 

better than the state-of-the-art methodologies and the standard deep learning method-

ology [22–23]. The findings suggest that knee OA incidence prediction accuracy can 

be improved by the use of semi-supervised graph-based deep learning technique. This 

is important since early diagnosis and effective treatment of the condition depend on 

accurate knee OA incidence prediction. 

An extensive review of various image segmentation techniques for knee osteoarthri-

tis research is available in one paper. The study focuses on the limitations and perfor-

mance of deep learning-based and conventional methods for knee radiograph cartilage 

and bone segmentation. The authors provide information on the problems associated 

with knee OA segmentation, such as inter-reader variability, noise, and partial volume 

impact [24]. They also go over the advantages of segmentation techniques based on 

deep learning, namely increased robustness and accuracy. For researchers working on 

knee OA segmentation, the study is an excellent resource. It also serves as a solid ref-
erence for choosing the best segmentation techniques based on the particular needs of 

the research. In this paper, ReLU activation units were used for the partial fine tuning. 

These layers were applied soon after the features extraction as shown in figure 2. 

In conclusion, the employment of DL and ML techniques, including transfer learn-

ing with partial fine tuning, offers potential for improving knee OA diagnosis and pro-

gression monitoring, but further study is needed to overcome issues associated to gen-

eralization and data scarcity. Knee osteoarthritis (KOA) stands as a significant health 

challenge worldwide, affecting millions and imposing substantial burdens on 

healthcare systems and economies. In India, where it affects 15-20% of individuals 

above the age of 60, its impact is particularly profound. This chronic degenerative joint 

disease not only leads to debilitating effects but also strains healthcare resources, em-

phasizing the urgent need for effective management strategies. 

Early detection plays a crucial role in addressing knee OA [1-2], offering opportu-

nities for timely intervention and improved treatment outcomes. By identifying the con-

dition in its early stages, healthcare providers can implement measures to slow disease 

progression, mitigate pain, and preserve joint function. Moreover, early detection has 

the potential to reduce the need for costly interventions like knee replacement surgery 
and prevent debilitating complications, thereby alleviating the burden on healthcare 

systems. The Kellgren-Lawrence classification system serves as a cornerstone in the 

diagnosis and management of knee Osteoarthritis. Figure1. illustrates both samples and 

standards for the KL grading system [3-6]. This widely used system, based on radio-

graphic imaging, enables clinicians to accurately assess disease severity by evaluating 

parameters such as joint space narrowing, osteophyte formation, and subchondral bone 

sclerosis. By leveraging this classification system, healthcare providers can tailor treat-

ment strategies to individual patient needs, optimizing therapeutic outcomes and en-

hancing quality of life. 

Despite the effectiveness of traditional diagnostic tools like the Kellgren-Lawrence 

classification system, advancements in technology, particularly in Artificial Intelli-

gence (AI), offer new opportunities for enhancing diagnostic precision. Deep learning 

algorithms [8-9], such as 3D convolutional neural networks, have demonstrated 
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remarkable capabilities in predicting disease severity from radiographic images with 

impressive accuracy rates. 

This paper provides a comprehensive overview of the challenges posed by knee OA, 

emphasizing the importance of early detection and effective management strategies. 

The proposed system explores the role of traditional diagnostic tools like the Kellgren-

Lawrence classification system and examines the potential of cutting-edge technolo-

gies, such as deep learning algorithms, in enhancing diagnostic precision. Transfer 

learning with partial fine-tuning can be a powerful technique when applied to image 

classification tasks such as KOA classification. By integrating these approaches syner-

gistically, healthcare providers can improve patient care, optimize treatment regimens, 

and ultimately lessen the impact of knee osteoarthritis on individuals and healthcare 

systems. 

Recent advancements in computer vision and optimization techniques have made im-

age segmentation a critical component of numerous applications including disease di-

agnosis, autonomous vehicles, and robotics. Early research efforts such as [1-5] ex-

plored the application of genetic algorithms (GA) for image segmentation, demonstrat-

ing the potential of evolutionary techniques in optimizing segmentation parameters. 

Subsequently authors of papers  [6-10], introduced Particle Swarm Optimization (PSO) 

as an effective tool for optimizing segmentation algorithms, for improved convergence 

rates and segmentation quality. Rise of deep learning models, particularly Convolu-

tional Neural Networks (CNNs), reshaped  image analysis. Authors of  [15-17] utilized  

CNNs' ability to automatically learn features from data, significantly enhancing seg-

mentation accuracy. Also, challenges persisted in fine-tuning complex networks, 

prompting exploration into hybrid methods.  

Recent literature, such as [18-21], proposed the integration of optimization algo-

rithms with Transformer architectures, originally designed for sequence modeling 

tasks. Transformer models, known for their attention mechanisms, were adapted to cap-

ture complicate spatial dependencies within images, as demonstrated by [22-25].Fusion 
of these architectures with evolutionary algorithms, like Flower Pollination Optimiza-

tion (FPO) and its hybrid variants, as discussed in [11-14], led to significant advance-

ments in both accuracy and computational efficiency. However, a research gap remains 

in exploring the integration of Hybrid Flower Pollination Optimization (HFPO) with 

Transformer networks for image segmentation tasks. Our proposed work seeks to ad-

dress this gap by proposing hybrid HFPO  and transformer-based approach for image 

segmentation.  

3 Methodology 

Further details regarding the proposed computer-aided diagnostic are provided by 

eight pre-trained Convolution Neural Network models (CNN), taken from 

NasNetLarge, InceptionV3, DenseNet169, ResNet152V2, NasNetMobile, Res-

Net50V2, ResNet101V2, and InceptionResNetV2 adapted to the KOA images, with 

refining the fully connected layers. The final aim is to produce the accurate and precise 

model to detect the KOA. 
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Fig. 2. System Architecture 

 

3.1 Data Set 

The Kaggle repository dataset is considered which consists of 8250 images. Out of 

which, 1650 validation Knee X-ray images are considered, which were divided into 5 

classes namely normal of 503 images, doubtful of 488 images, mild of 232 images, 

moderate of 221 images and severe of 206 images. Careful anonymization was con-

ducted to each medical image in the collection in order to safeguard patient privacy. 

The dataset also ensure that it complied with international standards and that private 

data was kept safe. 

 

3.2 Pre-Processing of the Data 

In the first step of the preprocessing procedure, the intensities of the pixels are normal-

ized. This is performed by moving their values from the range of 0-255 to the range of 

0-1. This is done in order to prevent non-zero gradients during the training phase, which 

eventually leads to a more rapid learning process. In order to adapt the images to pre-

trained networks, the second stage includes scaling them to 224 by 224 pixels. This is 

crucial since deep learning models on GPUs have memory constraints. Making sure 

that the images and model parameters are small enough to fit into the GPU RAM (224 

x 224) allows for more efficient training and inference. The dataset was separated into 

three sets: training, validation and testing in the ratio of 70:20:10. 
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3.3 Data Augmentation 

Data Augmentation is used during training to enrich data, reduce overfitting, and im-

prove the model’s generalization capability, during training. In this context, the result-

ing geometrical adjustments boost the quantity of data points while keeping the quali-

ties. Several techniques are applied in this method, including picture rotation, vertical 

translation, horizontal translation, rescaling, horizontal rotation, and image brightness 

improvement. Data processing is then started, by separating the database into three sets: 

training (70%) validation (20%) and testing (10%). 

 

3.4 Adaptive Convolution Neural Network 

Activation By refining the responses of the pre-trained models to the investigated data-

base, the extended convolutional neural model is created. In this, we replace the last 

layer of each of the eight pre-trained CNNs with fully connected layers (FCL). Partial 

Fine-tuning in each design involves freezing the parameters of maximum layers sur-

rounding the pre-trained network. Freezing most layers helps in retaining the valuable 

learned features from the pre-trained model and prevents them from being updated dur-

ing training, which can be particularly useful when the dataset is small or when com-

putational resources are limited.  

There are several fine-tuned models in the suggested approach to test whether fine-

tuning can be used for KOA prediction and to figure out how to make a fine-tuning 

CNN that works well. Adding too many fully connected layers can lead to overfitting, 

especially when the dataset is small. So, add 2 to 4 fully connected layers, and then 

adjust it based on the performance on a validation set Including 2-4 fully connected 

layers in transfer learning strikes a balance, offering model adaptability to new tasks 

without excessive complexity or overfitting. The specific count caters to effective 

knowledge transfer from pre-trained layers, optimizing performance on the target task. 
There is a comparison study between the models that were used to find the best one for 

KOA prediction. 

This is accomplished by building a convolutional network tailored to the study data, 

as well as initializing the optimizer, learning step, convolution size, pooling, and batch 

size. The SoftMax function is selected as the classification function as shown in figure 

3. The Adam optimization method is used to make gradient updating, introduced in 

reference. The models divide knee severity into five degrees using the Kellgren Law-

rence method: normal, doubtful, mild, moderate, and severe. 

This study includes all eight pre-trained convolutional neural network designs for 

image classification, using a technique called partial fine-tuning. This approach in-

volved adding a series of three fully connected layers (FCLs) [35-36] to the all the 

pretrained models as shown in Figure 3, to enhance its classification capabilities. The 

FCLs were designed to progressively reduce the dimensionality of the features ex-

tracted by the layers present in the eight pre trained models, leading to a more compact 

and informative representation. 

Specifically, we added the following FCLs to all the eight pretrained models: 

 
    Dense (1024, activation='relu') 

    Dense (512, activation='relu') 

    Dense (256, activation='relu') 
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These FCLs served to extract higher-level features from the all the pretrained base 

model, which were then used to classify the input images into their respective classes. 

The use of multiple FCLs allowed us to capture complex patterns in the data, leading 

to improved classification performance compared to using a single classifier. 

Fig. 3. Structure of partial fine tuning 

 

3.5 Necessity of Transfer Learning 

Transfer learning in CNN transfer models is vital for addressing challenges in deep 

learning, particularly with limited datasets. Leveraging pre-trained models trained on 

diverse data enhances model knowledge transfer, crucial when data collection is im-

practical. It optimizes training efficiency by reducing computational demands and time, 
compared to training from scratch.  

Importantly, transfer learning mitigates overfitting on small datasets by leveraging 

pre-existing generalization. Ultimately, it enables improved performance on new tasks, 

making it indispensable for efficient and effective CNN model development, especially 

under data and resource constraints. 

 

3.6 Proposed System 

The Pooled Python, the programming language of choice, and Google Colab, with GPU 

configuration, were used for developing deep learning models for knee osteoarthritis 

classification. Python's extensive libraries and readability facilitated model develop-

ment, while Google Colab's cloud-based platform accelerated training. Preprocessing 

of radiographic images and data augmentation were performed using NumPy, Pandas, 

and Keras. Transfer learning with adaptive pre-trained Convolutional Neural Networks 
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(CNNs) improved model performance. Training and evaluation on augmented datasets 

yielded accurate classification results, showcasing the effectiveness of the approach.  

The proposed algorithm consists of the subsequent actions: 
1. Collect Knee OA data, importing library files, and building a personalised da-

taset. 

2. Pre-process photos by adjusting and standardizing them to 224 × 224 dimensions. 
3. Make sure the Data Loader is ready. 

4. Create data generator and augment routines for dataset validation, training, and 

testing. 

5. Create and put together models. 

6. Train and test with 8 distinct TL models.  

7. Freeze maximum layers which allows leveraging pre-trained knowledge while 

training only added layers in transfer learning and add fully connected layers for 

partial tuning of 8 TL techniques.  
8. KL grading. 

9. Run the model and find the loss and accuracy by looking at the graphs. 

4 Evaluation Parameters 

Disease Management (DM) strategies rely heavily on accurate diagnosis and predic-

tion to be effective. Evaluating model accuracy is critical for applications such as rec-

ognizing unwell patients, predicting future health status and costs, and risk classifica-

tion. During the training of a neural network, two key metrics are commonly monitored: 

training loss and validation loss.  

Accuracy, defined as the proportion of correctly classified instances to total cases, is 

an important statistic. It quantifies the method's overall effectiveness based on the avail-

able data. Mathematically, accuracy is expressed as the ratio of true positives (TP) and 

true negatives (TN) to all instances: 

                                             Accuracy=
𝑇𝑃+𝑇𝑁

𝑇𝑁+𝑇𝑃+𝐹𝑃+𝐹𝑁
                                                    (1) 

A model's accuracy can be measured by dividing the total number of positive pre-

dictions by the number of predictions that were actually correct. Here is the calculation: 

                                                  Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                         (2)  

Training loss, also known as the training error or training cost, is a measure of how 

well the neural network model is performing on the training data during the training 

process. It quantifies the difference between the predicted output of the model and the 

actual target output for the training examples. 

The validation loss, also known as the validation error, is similar to the training loss 

but is calculated using a separate dataset called the validation dataset. 

The proposed approach makes use of Convolutional Neural Networks (CNNs), a 

popular Deep Learning (DL) algorithm known for its ability to automatically recognize 

significant information without human interaction. CNNs, which are inspired by the 

human visual system, allow computers to experience the environment in the same way 
that people do, with applications ranging from natural language processing to picture 

classification and image recognition. 
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4.1 Fully Connected Layer 

High-level information about input images can be extracted using the pooling and 

convolution layers' outputs. Nevertheless, by more efficiently learning nonlinear com-

binations of these properties, Fully Connected (FC) layers can offer notable advantages. 

Convolution and pooling layer data are combined by the FC layer to generate a potential 

classification score, which makes it easier to classify input images. The output layer, 

which makes predictions using a softmax activation function, receives the two-dimen-

sional result from the FC layer.  

The SoftMax function's mathematical representation is shown below:  

                                              σ(x) =  
𝑒𝑥𝑗

 𝛴𝑘=1
𝑘 𝑒𝑥𝑘

                                                                            (3) 

In the context of multiclass classification, 'k' represents the number of output classes. 

'x' signifies the anticipated chance that the test input belongs to class 'j'.  

The CNN model calculates the loss function to assess the gap between the predicted 

and actual values in the data. 

5 Results and Discussions 

The enhanced Computer-Aided Diagnostic (CAD) system framework leveraging 

Adaptive Pretrained Convolutional Neural Networks (CNNs) for rapid and precise clas-

sification of KOA severity based on KL grading, produced encouraging results. The 

effectiveness of the proposed enhanced system is evaluated by using an extensive ex-

perimental setup in which eight pretrained CNN models, namely NasNetLarge, Incep-

tionV3, DenseNet169, ResNet152V2, NasNetMobile, ResNet50V2, ResNet101V2 and 

InceptionResNetV2 are used for KOA using KL grading in clinical scenario using par-

tial fine-tuning. Among these models, NasNetLarge achieved the highest validation ac-

curacy (98.79%), with DenseNet169 demonstrating the most significant improvement 
in reduction of loss. The validation loss for DenseNet169 is 0.0627 and whereas train-

ing loss is 0.0565. 

The proposed framework exhibited high accuracy in classifying KOA severity, un-

derscoring its potential for early detection and personalized management strategies. The 

results underscore the effectiveness of transfer learning with partial fine-tuning and 

pretrained CNN models in enhancing the accuracy and efficiency of KOA severity clas-

sification. By tracking both the training loss and the validation loss during training, 

model's performance can be assessed, and can make informed decisions about when to 

stop training or adjust hyperparameters to improve generalization. The utilization of 

deep learning algorithms offers a rapid and cost-effective approach to KOA diagnosis, 

potentially reducing the need for costly interventions like knee replacement surgery 

while improving patient outcomes. Overall, the CAD framework demonstrates the fea-

sibility and effectiveness of employing advanced machine leaning techniques for im-

proving medical diagnosis and treatment strategies in orthopedics. 
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DenseNet169 

  

ResNet152V2 

  

ResNet101V2 

  

Fig. 4. Confusion matrices, loss and accuracy metrics are displayed in relation to the 

number of epochs for the models DenseNet169, ResNet152V2 and ResNet101V2  
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NasNetLarge 

 
 

InceptionV3 

  
NasNetMobile 

  
InceptionResNetV2 

  

Fig.  5. Confusion matrices, loss and accuracy metrics are displayed in relation to 

the number of epochs for the models NasNetLarge, InceptionV3 and NasNetMobile 

and InceptionResNetV2. 
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ResNet50V2 

 
 

Fig. 6. Confusion matrices, loss and accuracy metrics are displayed in relation to the 

number of epochs for the model ResNet50V2. 

 

Table.2. Comparison of Val_accuracy, Train_accuracy, Val_Loss, Train_loss and 

precision of eight pre-trained models. 

 

6 Conclusion 

In conclusion, our proposed work presents an enhanced Computer-Aided Diagnosis 

(CAD) framework leveraging adaptive pretrained Convolutional Neural Networks 

(CNNs) with partial fine-tuning for accurate categorization of Knee Osteoarthritis 

(KOA) severity using the Kellgren-Lawrence (KL) grading method. Through transfer 

learning and partial fine tuning, our approach offers promising results in enhancing 

early detection and enabling personalized management strategies. Out of the eight pre-

trained models, NasNetLarge showed high accuracy levels when processing both train-

ing and testing data, according to the experiment results. Validation accuracy for the 

proposed NasNetLarge system is 98.8% and on average the training accuracy for rec-

ognizing the presence and absence of knee osteoarthritis is 98.3%. The comparative 

study of the performance of the developed models (NasNetLarge, InceptionV3, Dense-

Net169, ResNet152V2, NasNetMobile, ResNet50V2, ResNet101V2 and InceptionRes-

NetV2), revealed that by partial fine-tuning, NasNetLarge stands as the most suitable 

categorization of Knee Osteoarthritis (KOA). By combining pretrained CNN models 

Model Name Val_ 

Accuracy 

Train_ 

Accuracy 

Val_ 

loss 

Train_ 

loss 

Precision 

NasNetLarge 0.988 0.983 0.1184 0.0938 0.997 

InceptionV3 0.98 0.9861 0.074 0.069 0.989 

NasNetMobile 0.9855 0.9679 0.0679 0.0936 0.997 

ResNet50V2 0.9527 0.9424 0.1654 0.1551 0.938 

DenseNet169 0.9869 0.983 0.0627 0.0565 0.996 

ResNet152V2 0.9491 0.9588 0.1654 0.1551 0.973 

ResNet101V2 0.9103 0.9552 0.4869 0.1183 0.845 

InceptionRes-

NetV2 

0.9376 0.8952 0.2054 0.2718 0.922 
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and transfer learning with partial fine-tuning, the proposed framework facilitates rapid 

and cost-effective diagnosis, contributing to early diagnosis and help to reduce progres-

sion. 
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