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Abstract. In this research endeavor, machine learning algorithms—specifically Linear 

Regression, Random Forest Regressor, and Gradient Boosting Regressor—are harnessed to 

anticipate the future trajectory of the Indian Gross Domestic Product. Employing an extensive 

dataset that incorporates historical GDP, per capita income, imports, exports, and GDP growth 

rate, the study seeks to evaluate the predictive precision of each model. Post data preprocessing 

and model training, assessment metrics will be employed to juxtapose the efficacy of these 

models. The research yields insightful perspectives into the adeptness of these algorithms in 

predicting Indian GDP, providing policymakers and economists with valuable information to 

make well-informed decisions. The identification of the most accurate predictive model and 

critical economic indicators is paramount in this context. 

Keywords: Indian GDP Prediction, Economic Indicators,GradientBoosting  ,Regressor,   Linear 

Regression, Random Forest Regressor,Performance Evaluation 

1        INTRODUCTION 

Understanding and predicting India's Gross Domestic Product is paramount for navigating the 

complexities of its economic landscape. GDP, a vital indicator of economic features, reflects the 

total products produced within a specific time frame. In our project, we employ advanced Machine 

Learning algorithms to analyze historical GDP data comprehensively. This endeavor goes beyond 

traditional analysis, aiming to uncover intricate patterns and trends that can offer deeper insights  
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into India's economic dynamics. By harnessing the power of predictive analysis, we seek to 

enhance our ability to anticipate changes, providing valuable foresight for policymakers, 

businesses, and researchers alike.Our initiative emphasizes the proactive use of predictive 

modeling to strengthen India's economic forecasting capabilities. Machine Learning algorithms 

play a pivotal role in this endeavor, allowing us to delve into historical GDP data and extract 

meaningful patterns. Through meticulous analysis, we aim to uncover hidden correlations and 

dynamics that contribute to a more accurate understanding of India's economic trends. This 

predictive insight is invaluable for stakeholders in making timely and informed decisions, ensuring 

adaptability in response to evolving economic scenarios. The project's overarching goal is to 

provide a robust and proactive tool for anticipating shifts in India's economic trajectory, fostering 

a deeper comprehension of the factors influencing economic growth.By integrating predictive 

analysis into the study of India's GDP, our project underscores the importance of staying ahead of 

economic trends. The utilization of advanced Machine Learning algorithms enables us to not only 

analyze historical data but also to extrapolate meaningful patterns that can aid in forecasting future 

economic growth. In addition to fostering a proactive understanding of India's economic 

landscape, our project emphasizes the dynamic nature of  predictive modeling in adapting to 
emerging challenges. The incorporation of Machine Learning algorithms enables us to not only 

identify historical trends but also to respond dynamically to evolving economic scenarios. By 

continuously refining our models based on real-time data, we aim to create a robust forecasting 

framework that can capture the nuanced shifts in India's GDP trajectory. 

2        LITERATURE REVIEW 

In their inquiry, Adam Richardson [1] delves into the precision of predicting New 

Zealand's real GDP growth through the common ML algorithms on real-time datasets. The 

resultant forecasts are then compared with the predictive accuracy of a basic auto regressive 

benchmark and other data-intensive methodologies. The results unveiled that the majority of 

machine learning models surpassed both auto regressive and traditional statistical approaches 

in terms of forecasting reliability.As a consequence, the findings advocate for the adoption of 

Machine Learning algorithms as a compelling alternative to GDP now casting models, 

enhancing the predictive toolkit available to forecasters. [2] Pirasant Premraj, in his research 

, conducts a thorough comparative analysis for Gross Domestic Product forecasting across 

various economies. Among the machine learning algorithms utilized. In contrast, traditional 

time series regression approaches, including Auto regressive models, Auto regressive 

Integrated Moving Average models, and Vector Auto regressive models, are also 

incorporated. The findings underscore the effectiveness of multivariate models, highlighting 

their superior performance in predicting GDP growth based on selected variables. This 

emphasizes the model's suitability for forecasting economic trends in the specified economies.  

[3]Liliana and Togar Alam Napitupulu, researchers from Universitas Surabaya, employ 
Artificial Neural Networks (ANN)  in their study focusing on Gross Domestic Product (GDP) 

forecasting in Indonesia. Acknowledging the pivotal role of accurate GDP projections for 

business planning and government fiscal policies, the study compares the efficacy of ANN 
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with traditional government methodologies. The findings reveal that ANN, with its ability to 

handle non-linear and non-parametric data, outperforms government-issued GDP forecasts, 

the study suggests the broader applicability of ANN in predicting various economic indicators, 

urging further exploration and refinement of forecasting methodologies in the Indonesian 

economic landscape.  In the exploration of Gross Domestic Product (GDP) prediction[4] for 

Indonesia, Siti Saadah and Muhammad Satrio Wibowo delve into the use of deep learning 

algorithms, specifically LSTM and RNN. Acknowledging GDP as a crucial indicator for 

assessing a country's financial stability, the researchers emphasize the significance of 

understanding economic conditions, particularly in the context of sudden fluctuations,such as 

those experienced during the COVID-19 pandemic. Leveraging deep learning methods, the 

study demonstrates that LSTM and RNN, with  specific architectural configurations, exhibit 

high prediction accuracy.                                                            

3         METHODOLOGY 

Data Collection :Collected comprehensive data containing relevant economic indicators and 

historical   GDP data for India from kaggle website.The data contains economic indicators like 

GDP growth, GDP Per capita, Imports of goods, Exports of goods, inflation and consumer prices, 

Population total, Population Growth. 

                      Data Preprocessing:Cleansed the collected data by addressing missing values 

outliers, and inconsistencies.Standardize or normalize numerical features and encode categorical 

variables appropriately. Ensure the dataset is in a suitable format for analysis. 
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Fig1:Architecture  

I. Feature Selection  

Conducted a thorough analysis to identify and select pertinent features for GDP prediction. 

Considered economic indicators which includes that have historically demonstrated a significant 

impact on GDP variations. Use statistical methods or domain expertise to guide the selection 

process.  

IV. Model Selection  

We have choosen  Random Forest Regressor, Gradient Boosting Regressor and Linear Regression 

algoritms to build models and we pick the model that gives best performance. Model Training & 

Testing:In order to accurately evaluate the model's performance, the data was split into two sets: 

one for testing and the other for training.In order to help the models understand patterns, we used 

80% of the data for training. The remaining 20% of the data was set aside for testing, which 

assessed the models' prediction power.  

Model Description 

Dividing the data into sets for testing and training.Creating predictions on the testing data  using 

each trained multiple regression model that has been developed.  

Random Forest Regressor : Multiple decision trees are used by the Random Forest   Regressor, a 

potent ensemble learning method designed for regression applications, to improve prediction 

accuracy and stability. This approach, which comes from bagging, builds a lot of decision trees 

during training and averages their predictions to get the result. A random portion of the training 

data is used to form each tree in the Random Forest framework, and a random subset of features 
is taken into consideration for splitting at each node. This injection of randomness helps reduce 

model variance, mitigating the risk of overfitting to the training data when compared to a single 

decision tree. Significantly, Random Forest excels in managing large datasets with higher 

dimensionality and adeptly handles missing values. Moreover, it provides valuable insights into 

feature importance, identifying variables that play a substantial role in the prediction process. 

Owing to its adaptability and robustness, Random Forest Regression finds extensive applications 

across diverse domains, effectively addressing complex regression problems. 

Gradient Boosting Regressor: Gradient Boosting Regression stands as an advanced machine 

learning technique that extends the boosting concept, where multiple weak predictive models 

collaborate to establish a robust predictor. In this approach, predictors are sequentially 

incorporated into an ensemble, with each one rectifying the errors of its predecessor. A pivotal 

feature of Gradient Boosting is its utilization of a gradient descent algorithm to minimize errors 

within a predictive model. In the progression, each new model concentrates on precisely predicting 
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the residuals or errors of the preceding models. Gradient Boosting Regression constructs a series 

of decision trees in a step-wise manner. Following the addition of each tree, the algorithm adjusts 

instance weights depends on outliers of previous tree, emphasizing more challenging-to-predict 

instances. This iterative refinement persists until a specified number of trees are generated or no 

further enhancements can be achieved. This technique is renowned for its efficacy in handling 

diverse data types, including non-linear relationships, and its flexibility in model tuning. 

Linear Regression: The relationship between a dependent variable and one or more independent 

variables can be modeled using linear regression, a basic statistical and machine learning tool. By 

using observed data to create a linear equation, this is accomplished. When an analysis is done in 

its most basic version, known as simple linear regression, it only takes into account one 

independent variable.  

Formulae:  Ŷ=𝒃𝟎 + 𝒃𝟏𝒙𝟏 + 𝒃𝟐𝒙𝟐+. . . . . +𝒃𝒏𝒙𝒏.    eq(1) 

ŷ represents the predicted value, b₀ is the y-intercept, and b₁, b₂, ..., bₙ are the coefficients 

corresponding to the independent variables X₁, X₂, ..., Xₙ, respectively.  

                            Model Evaluation  

Assessed  the performance of each model using the testing data. Utilize evaluation metrics such 

as MAPE, and R-squared (R2) to quantify the accuracy of GDP predictions. Compare the results 

across the three models. 

MAPE =1/n∑ |  
𝑨𝒊−𝑭𝒊

𝑨𝒊
|𝒏

𝒊−𝟏 × 𝟏𝟎𝟎                                             ...      eq(2) 

 

 

 

Where, Ai  is the variable's actual value that is being predicted for observation  

 Fi   is the estimated value for the first observation 

 n    total observations . 

R2=  1 -  ∑
(𝑦𝑖  −𝑦̂𝑖)2

(𝑦𝑖−𝑦̅)2
𝑛
𝑖=1                                          …  eq(3) 

Where ,𝐲𝐢     is the dependent variable's actual value for the ith observation. 

 𝐲𝐢    is the dependent variable's expected value for the ith observation. 

  𝐲̅      is the dependent variable's values' mean. 
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n     total number of observations    

4        RESULTS 

Three algorithms were utilised in this effort to create forecast models for Indian GDP 

utilising data from the Indian economy. The MAPE and R square score of the models 

varied. Gradient Boosting Regressor performed well, having the highest R square score 

and lowest MAPE, according to metrics measuring MAPE and R square score 

.  

Table1: Comparision Table 

 

 

 

 

 

 

 

 

Algorithms MAPE R square Score 

Linear Regression 2.1635167675172 0.6138532968201 

Random Forest 

Regressor 

0.0352450881336 0.9988494186115 

Gradient Boosting 

Regressor 

0.0124051247933 0.9999862153992 
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 Fig2: R-squared and MAPE performance comparision 

5         CONCLUSION 

In this groundbreaking study, we introduce an innovative approach to predicting the Indian GDP 

through a comparative analysis of three distinct regression models : Random Forest , Gradient 

Boosting  and Linear Regression. Our inventive methodology seeks to improve the accuracy of 

GDP predictions, offering a fresh perspective on economic forecasting and contributing to the 

evolving landscape of machine learning applications in economic analysis. In conclusion, our 

project reveals that, when compared, the three algorithms exhibit varying performance. Notably, 

Linear Regression displayed low performance in comparison to the remaining models, Gradient 

Boosting Regressor performed well with highest R square score and least MAPE. This insight 

underscores the potential for advanced algorithms to outperform traditional linear approaches in 

economic forecasting, enhancing our understanding of predictive modeling in economic analysis. 

6         FUTURE SCOPE 

Following the completion of the first machine learning-based prediction analysis of the Indian 

GDP, the models' performance can be improved by adjusting their hyperparameters. Furthermore, 

investigating other ensemble techniques or machine learning algorithms might yield insightful 

information and raise the prediction accuracy. The prediction potential of the model could also be 

improved by adding additional features or economic indicators, such as political stability or 

conditions in the global economy, that may affect GDP. Additionally, carrying out a more thorough 

examination of feature importance using methods like SHAP values or permutation importance 

could provide insightful information about the variables influencing GDP and improve the 

prediction model. 
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which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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