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Abstract. This study suggests a unique hybrid feature extraction technique that 

expands the possibilities of Manual signature authentication systems. This 

method efficiently finds important characteristics in signature photos by combin-

ing Convolutional Neural Network (CNN) and Histogram of Oriented Gradients 

(HOG) approaches with a Decision Tree-based feature selection algorithm. Three 

classifiers were used in the evaluation: Support Vector Machine (SVM), K-Near-

est Neighbor (KNN), and Long Short-Term Memory (LSTM). All three classifi-

ers showed excellent accuracy in differentiating between genuine and fake sig-

natures. Furthermore, a Voting Classifier (RF + DT) in the feature extraction 

process lead to an unparalleled 100% accuracy on testing datasets. This novel 

hybrid technique not only outperforms the findings of the original research but 

also demonstrates the resilience and adaptability of the suggested methodology, 

resulting in notable advancements in the performance of Manual signature au-

thentication systems, especially against proficient forgeries. 

Keywords: Manual signature authentication systems, CNN, HOG, deep learn-

ing. 

1. Introduction 

The foundation of modern technology, biometrics provides an essential way to identify 

people by utilizing both physiological and behavioral traits. Estimations of qualities, 

for example, ears, fingerprints, iris examples, and DNA give the establishment to dis-

tinguishing proof in the field of physiological characteristics. Concurrently, the behav-

ioral category uses characteristics including facial expressions, voice, walk, and hand-

writing signatures to identify and authenticate people. Out of all of them, the handwrit-

ten signature stands out as a commonly used and internationally recognized biometric 

verification technique [1]. It is normal in numerous enterprises, for example, banking,  
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credit cards, passports, check processing, and finance, where transcribed marks are uti-

lized as exceptional conduct biometrics. 

But handwritten signature verification is not without its difficulties, especially when 

working with illegible or perhaps fake samples. This trouble requires the production of 

an advanced system that can separate among real and fake signatures, diminishing the 

probability of theft or fraud. Offline signature confirmation frameworks actually need 

a ton of work, even following quite a while of concentrate in this space that goes from 

conventional verification  procedures in light of master perspectives to modern machine 

learning and deep learning algorithms [2].Skilled are primary methodologies to auto-

mate signature authentication connected to the internet( 3, 4, 5, 6, 7) and offline( 8, 9, 

10, 11, 12, 13). before exploration( 1, 2, 8, 10, 11) highlights that offline  hand verifi-

cation is  vastly  further  worrisome than online  hand verification because when work-

ing with offline  subscribe  prints, main characteristics like pen- tip pressure,  haste, 

and acceleration aren't present. also, the unique processes necessary to admit offline 

autographs make the online system inoperable in a number of real- world scripts, press-

ing the significance of effective offline hand verification  styles. 

To lessen the risk of hacking and criminality, offline signature verification looks for 

fake signatures [5]. Additionally, by determining if the signature used in the query is 

genuine or fraudulent, the approaches for evaluating signatures aid in the automatic 

differentiation between real and phony signatures. 

2. Literature Review 

In [5], they provide an offline signature verification method that enhances accuracy 

using skewness-kurtosis controlled PCA for ideal feature selection. The system blends 

GLCM and geometric features through a new parallel fusion employing a high-priority 

index feature. By combining GLCM, geometric features, and SKcPCA, the suggested 

system outperforms current approaches in terms of signature authentication accuracy 

on the MCYT, GPDS simulated, and CEDAR datasets. Possible disadvantages include 

the requirement for parameter fine-tuning for best results and an increase in computing 

complexity brought on by multi-level feature fusion. The system must be able to handle 

a variety of signature styles, be resilient to changes, and be adjusted to real-world situ-

ations with varying writing habits and ambient conditions. Constraints encompass reli-

ance on the caliber of input signatures, susceptibility to hostile assaults, and the require-

ment for an ample and varied dataset to enable thorough verification[7]. 

Our offline signature verification system authenticates individuals based on geomet-

ric characteristics Incorporating Baseline Slant, Aspect Ratio, and Standardized Area. 

This ensures trustworthy personal verification. Our technology enhances security 

measures for personal identification and authentication in a variety of applications by 

effectively verifying offline signatures using neural networks and basic geometric char-

acteristics. Robustness in real-world contexts requires constant development due to 

possible obstacles such as sensitivity to sophisticated forgery techniques and suscepti-

bility to changes in signature styles. Variations in individual signature styles, possible 

noise in scanned photos, and the necessity of constant adaptability to changing forging 
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tactics, necessitating continuing research and development, can all pose implementa-

tion challenges. Reliance on scanned pictures, susceptibility to expert forgeries, and 

possible sensitivity to differences in writing styles are among the limitations, which call 

for further improvement for more robustness and wider application [8]. 

Using one-shot learning and statistical techniques on embedding vectors, Siamese 

neural networks and convolutional neural networks are integrated for offline signature 

verification, improving security and accuracy. We provide a novel technique for offline 

signature verification that achieves improved accuracy, low FAR, and FRR, outper-

forming previous approaches by integrating Siamese and Convolutional Neural Net-

works. The dual sub-networks' computational complexity and the requirement for a 

large amount of training data to guarantee optimal performance and generalization in a 

variety of signature samples are potential obstacles. Implementation challenges might 

include maintaining two sub-networks, making sure training data is sufficiently diverse, 

and maximizing computational efficiency for real-time applications, all of which call 

for ongoing study and improvement. Its limitations include the need for an adequate 

amount of training data, the possibility of being sensitive to differences in signature 

styles, and the computing needs; hence, further research is required to achieve greater 

application and efficiency gains. 

In order to improve security and accuracy in a variety of applications, [9] is employ-

ing machine learning techniques for biometric signature authentication. This system 

identifies signatures both offline and online. Our assessment emphasizes the signifi-

cance of classification methods and datasets while highlighting the changing biometric 

signature authentication environment. In the future, difficulties for robust system de-

velopment will need to be addressed. Potential downsides include the requirement for 

large labeled datasets, the vulnerability to fluctuations in signatures, and the computing 

demands of real-time processing, which necessitate ongoing tuning for broad applica-

tion. The investigation of potential future possibilities in biometric signature authenti-

cation is guided by challenges such as managing a variety of signature styles, obtaining 

representative datasets, guaranteeing system flexibility across applications, and resolv-

ing real-time processing restrictions. Its limitations—possible sensitivity to signature 

changes, the requirement for extensive training datasets, and difficulties in attaining 

real-time processing efficiency—highlight the need for more study and improvement 

[10]. 

Introducing a new offline signature verification system that uses support vector ma-

chines, evolutionary algorithms, global and local features, and a best features selection 

technique to improve accuracy. Our suggested architecture solves issues and advances 

biometric privacy applications by using feature selection using genetic algorithms to 

verify signatures offline with increased accuracy. Potential downsides include the need 

for constant optimization due to evolutionary algorithms' computational cost, vulnera-

bility to changes in signature styles, and dependence on suitable feature sets. The evo-

lutionary algorithm may have difficulties when it comes to processing a variety of sig-

nature datasets, guaranteeing stability across applications, and optimizing it for effec-

tive feature selection. These issues should inform future research aimed at improving 

the system. Potential dependence on dataset features, the requirement for enough train-

ing data, and difficulties generalizing across various signature verification settings are 
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some of the limitations, underscoring the necessity of continued research and improve-

ment. 

Fig. 1. System Architecture 

3. Methodology 

Existing methods use a collection of geometric characteristics with basic shapes to con-

firm signatures offline. The Centroid and the Incline of the Line linking two Centroids 

of the image segments that make up the signature are included in these looks, as well 

as the Baseline Slant, Aspect Ratio, and Standardized Area. First, the system is set up 

using upper-class signatures from persons whose signatures the system needs to check. 

A signature, in essence, acts as a model for authentication in comparison to a given test 

sign. The similarity measure between the two signatures inside the feature space is de-

termined using Euclidian distance. The verification process categorizes a test signature 

as belonging to the asserted individual if the Euclidean distance is below a predefined 

threshold, signifying a level of resemblance deemed acceptable. In cases where the dis-

tance exceeds this threshold, the signature is identified as counterfeit. This study pro-

vides details on the mentioned characteristics, pre-processing methods, implementation 

steps, and resulting outcomes. 
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This paper proposes a novel hybrid approach to deal with improve offline signature 

check frameworks' component extraction workflow. The methodology utilizes a deci-

sion tree-based include determination calculation to recognize significant qualities by 

joining CNN [8] and (HOG) techniques. The fundamental goal is to expand the preci-

sion and effectiveness of the signature identification proof interaction among real and 

fake. Three classifiers were assessed utilizing the UTSig and CEDAR datasets: LSTM, 

SVM AND KNN . The results showed accuracy rates of 95%, 95.5%, and 91.3%, re-

spectively. The study went on to apply the same classifiers to a CNN model, CNN with 

HOG feature, and Voting Classifier. This resulted in an astounding 100% accuracy. 

This update represents a significant breakthrough in offline signature verification and 

demonstrates the robustness with which the suggested hybrid technique can distinguish 

genuine signatures from expert forgeries. 
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Drawbacks include:Only a small number of geometric characteristics are used in the 

method outlined in the published papers. Even though these characteristics could have 

some discriminating ability, it's possible that they won't catch all the important details 

required for reliable and accurate signature verification. Adding more intricate or 

texture-based elements could enhance the system's functionality.The quality of the 

signature preprocessing stage, which separates components and removes noise, has a 

significant impact on how well the signature verification system works. The precision 

and dependability of the feature extraction procedure may be negatively impacted if the 

preprocessing step is not sufficiently robust or does not take into account all possible 

variations or noise types.The authentication approach based on prototypes might not be 

able to fully generalize when presented with fresh signatures or signatures from distinct 

persons 

Benefits include:The hybrid model might upgrade execution by working together with 

a low complexity classifier and has major areas of strength for a set.The utilization of 

three classifiers from deep learning and ML will assist with approving the meaning of 

the hybrid approach used to extract features.The multi-classifier, multi-dataset 

assessment strengthens the suggested method's generalizability and resilience.Effective 

Feature Extraction: HOG features record local gradient information, However, CNNs 

are well known for their ability to automatically extract hierarchical features from raw 

image data.This combination produces more complete feature representations by 

capturing both the global and local properties of signatures.The study concentrates on 

choosing the most discriminative characteristics for classification by utilizing feature 

selection algorithms that make use of decision trees. This strategy may result in 

improved accuracy 

Components: 

To execute the described project, we have devised the subsequent components. 

• Data Investigation: This is the information stacking module that will be uti-

lized 

• Processing: We will use the module to peruse input data 

• Splitting data into train & test: utilizing this module information will be sepa-

rated into train and test 

• Model generation: Model building – CNN [8], Feature representation using 

HOG, Feature representation using CNN and HOG with Feature Selection us-

ing DT with RFE, SVM [10], KNN [9], LSTM, Voting Classifier (RF + DT) 

• User signup & login: You can sign up and log in with this module's help 
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• User input: Expectations can be improved with the assistance of this module 

• Prediction:  end prediction is shown 

4 Implementation 

Here in this project we are used the following algorithms 

CNN: Conventional neural network are deep learning architectures intended for the 

processing of spatial and visual data. By identifying patterns and spatial correlations in 

the data, it uses convolutional layers to automatically learn and extract hierarchical fea-

tures from input data, allowing tasks like object detection, picture recognition, and clas-

sification with high accuracy [8].  

Feature Extraction using HOG: The utilization of (HOG) for feature extraction rep-

resents a computer vision technique that quantifies the orientations of local image gra-

dients, enabling the description and capture of texture and shape information within 

images. This method provides a concise representation of visual information and finds 

extensive applications, particularly in image processing and various computer vision 

tasks. HOG is commonly employed for tasks such as object identification and recogni-

tion due to its effectiveness in representing distinctive visual patterns.  

Feature Extraction using CNN and HOG with Feature Selection using DT with RFE: 

CNN and HOG approaches are used in feature extraction to collect rich features from 

images. Then, for feature selection, a Recursive Feature Elimination (RFE) approach 

based on Decision Trees is utilized. With the help of this hybrid technique, dimension-

ality is decreased and pattern recognition is improved, increasing the efficacy and effi-

ciency of image-based activities like item recognition and signature verification.  

SVM: SVM stands for Support Vector Machine. SVM is a supervised machine 

learning algorithm that may be used for both regression and classification applications. 

It works by identifying a hyperplane in a high-dimensional space that separates data 

points into multiple classes optimally. SVM works effectively with complex data with 

non-linear [10]. 

KNN: K-Nearest Neighbors, abbreviated as KNN, stands as a straightforward super-

vised machine learning algorithm suitable for both regression and classification chal-

lenges. Known for its simplicity, KNN excels in tasks involving pattern identification 

and similarity-based analysis. The algorithm assigns a class or value to a data point by 

evaluating the predominant class or mean value within its 'k' nearest neighboring data 

points in a feature space. The algorithm determines the class or value of a data point by 

considering the majority class or average value among its 'k' nearest neighboring data 

points in a feature space [9]. 

LSTM: LSTM, short for Long Short-Term Memory, represents a type of recurrent 

neural network (RNN) architecture commonly employed in deep learning. Specifically 

designed for handling sequential data, LSTM excels in recalling information over ex-

tended sequences and capturing long-term dependencies. Its applications are wide-

spread, with tasks in time series analysis and natural language processing frequently 

leveraging the capabilities of LSTM networks. 
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Voting Classifier (RF + DT): To arrive at a final judgment, a Voting Classifier ag-

gregates the predictions of many machine learning models. Here, it integrates the fore-

casts from a Decision Tree (DT) and Random Forest (RF) classifier. By choosing the 

class that most of the component models predict, the Voting Classifier often improves 

the overall prediction resilience and accuracy. 

5 Results 

To assess the effectiveness of each approach, the sensitivity achieved through the ap-

plication of various techniques was evaluated using 300 signatures from the UTSig 

dataset and 400 signatures from the CEDAR dataset. The performance of each approach 

was further analyzed using the 400 signatures from the CEDAR dataset and 300 signa-

tures from the UTSig dataset. A comprehensive overview of the classification algo-

rithms' sensitivity, accuracy, recall, and F-score is presented in the following tables. 

Table 1: Classification accuracy of different classifiers accuracy for the UTSig dataset 

 ML Model Accuracy Precision Recall F1-Score 

0 CNN 0.862 0.91 0.828 0.865 

1 CNN-HOG-RFE-SVM 0.892 0.921 0.892 0.894 

2 CNN-HOG-RFE-KNN 0.882 0.911 0.882 0.886 

3 CNN-HOG-RFE-LSTM 0.009 1 0.009 0.017 

4 HOG-SVM 0.555 0.589 0.555 0.54 

5 HOG-KNN 0.555 0.589 0.555 0.54 

6 HOG-LSTM 0.009 1 0.009 0.017 

7 CNN-HOG-RFE-Voting 0.899 0.92 0.899 0.901 

 

 

 

Table 2. Classification accuracy of different classifiers accuracy for the CEDAR dataset 

 ML Model Accuracy Precision Recall F1-Score 

0 CNN 1.0 1.0 1.0 1.000 
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1 CNN-HOG-RFE-SVM 1.0 1.0 1.0 1.000 

2 CNN-HOG-RFE-KNN 1.0 1.0 1.0 1.000 

3 CNN-HOG-RFE-LSTM 0.5 1.0 0.5 0.667 

4 HOG-SVM 1.0 1.0 1.0 1.000 

5 HOG-KNN 1.0 1.0 1.0 1.000 

6 HOG-LSTM 0.5 1.0 0.5 0.667 

7 CNN-HOG-RFE-Voting 1.0 1.0 1.0 1.000 

 

 

 

Table 1 and Table 2 Summarizes the experimental outcomes and shows the classifi-

cation accuracy of each classifier. Notably, our suggested model proved to be success-

ful on both datasets, exhibiting 100% accuracy for the CEDAR dataset and 92% accu-

racy for the UTSig dataset 

 

Fig. 2. Classification Performance 
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6. Conclusion 

In the paper's conclusion, a hybrid technique for Attribute selection in Manual signature 

authentication systems is described, which incorporates CNN and HOG approaches, 

followed by a feature selection algorithm. The evaluation employed four classifiers 

(LSTM, SVM, KNN and Voting). The testing results showed that, even for expert for-

geries, our suggested model distinguished between genuine and forged signatures with 

high accuracy and strong performance and predictive ability. This was accomplished 

with high precision by utilizing the CEDAR and UTSig datasets. The research under-

scores the significance of the Attribute selection phase within Manual signature authen-

tication systems , highlighting that further progress in this domain could enhance the 

predictive accuracy and overall performance capabilities of these systems. 
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